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Abstract—Knowledge graph describes entities by numerous RDF da-1

ta (subject-predicate-object triples), which has been widely applied2

in various fields, such as artificial intelligence, Semantic Web, entity3

summarization. With time elapses, the continuously increasing RDF4

descriptions of entity lead to information overload and further cause5

people confused. With this backdrop, automatic entity summarization6

has received much attention in recent years, aiming to select the most7

concise and most typical facts that depict an entity in brief from lengthy8

RDF data. As new descriptions of entity are continually coming, creating9

a compact summary of entity quickly from a lengthy knowledge graph is10

challenging. To address this problem, this paper firstly formulates the11

problem and proposes a novel approach of Incremental Entity Sum-12

marization by leveraging Formal Concept Analysis (FCA), called IES-13

FCA. Additionally, we not only prove the rationality of our suggested14

method mathematically, but also carry out extensive experiments using15

two real-world datasets. The experimental results demonstrate that the16

proposed method IES-FCA can save about 8.7% of time consumption17

for all entities than the non-incremental entity summarization approach18

KAFCA at best. As for the effectiveness, IES-FCA outperforms the state-19

of-the-art algorithms in terms of F1−measure, MAP , and NDCG.20

Index Terms—Knowledge Graph, Entity Summarization, Formal Con-21

cept Analysis, Incremental Algorithm22

1 INTRODUCTION23

Knowledge Graph (KG), as one of the most important24

infrastructures of artificial intelligence, has received much25

attention in both academia [1]–[4] and industrial fields [5]–26

[8]. The mainstream large-scale knowledge graphs are all27

publicly available on the web, such as Wikidata [9], DBpedia28

[10], YAGO [11], [12], LinkMDB [13]. Entities in these knowl-29

edge graphs are described by the Resource Description30

Framework (RDF), which employs subject-predicate-object31
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triples to describe all the resources and their relationships on 32

the web. Nevertheless, people often suffer from information 33

overload when searching through a considerable increment 34

of RDF triples in the knowledge graph. For instance, the 35

latest English version of DBpedia includes 1.7 billion RDF 36

triples for 6.6 million entities, where each entity has 258 37

descriptions on average [14]. Thus, it is essential to provide 38

a concise summary of the entity to end-users. In such a s- 39

cenario, the technique of entity summarization has emerged 40

and become a hot topic in recent years. 41

Entity summarization aims to provide concise informa- 42

tion of the entity in the knowledge graph to depict the orig- 43

inal lengthy entity. Most existing studies on entity summa- 44

rization focus on one snapshot of entities in the knowledge 45

graph while ignoring many constant descriptions of entities, 46

including newly added descriptions. When the knowledge 47

graph is complex, the efficiency of entity summarization can 48

be low. In addition, the entities in the knowledge graph 49

are constantly changing. Hence, recomputation of entity 50

summarization every time can be time and computational 51

resources consuming, especially when the knowledge graph 52

is complex. To this end, we aim to improve the efficiency of 53

entity summarization and make full use of computational 54

resources using incremental entity summarization. To better 55

understand the application of incremental entity summa- 56

rization, Fig. 1 shows a motivating example.

Fig. 1. A motivating example.

57

Motivating Example. Fig. 1 shows the entity cards of the 58

entities Bill Gates and Mark Zuckerberg searched by 59

Google. The entities in entity cards are from Google KG and 60

constructed with numerous RDF triples. The representative 61

descriptions (i.e., entity summarization) of Bill Gates and 62
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Mark Zuckerberg are selected from numerous descrip-63

tions in Google KG and displayed in the entity card panel.64

It is important to note that the descriptions of entities65

constantly change. For instance, the value of the net worth is66

updated yearly. To guarantee the summarization of entity is67

updated in time, it is necessary to improve the efficiency of68

entity summarization via incremental entity summarization.69

Applications. The incremental entity summarization can be70

applied in various applications.71

Application 1: Search Engine Optimization. As mentioned in72

the motivating example, the entity cards in search engine73

can provide a brief summary of the entity in KG. The74

incremental entity summarization can boost the efficiency75

of the entity cards acquisition, although the descriptions of76

entity are always massive and ever-changing.77

Application 2: Question Answering Optimization. For the ques-78

tion answering based on the KG, the incremental entity79

summarization can be applied to reduce the size of KG.80

To be more concrete, the trivial triples of entity in the81

KG can be removed firstly by utilizing the incremental82

entity summarization, which can significantly improve the83

efficiency of question answering in the pruned KG.84

Formal Concept Analysis (FCA) is a powerful data anal-85

ysis method, which has been extensively applied in many86

ICT fields, such as software engineering [15], [16], data87

mining [17], [18], and information retrieval [19], to cite but88

a few. FCA performs well in analyzing the binary tabular89

data [20]. Considering that the predicates and objects in the90

RDF data for an entity can be converted into the form of91

binary tabular, it is reasonable to assume that FCA can be92

applied to entity summarization. For entity summarization93

using FCA, Kim et al. [14] proposed KAFCA, which can94

obtain the ranked RDF triples by the weights of extents of95

concepts in concept lattice. The experiment results demon-96

strate that KAFCA outperforms the state-of-the-art entity97

summarization methods.98

Challenges. Due to the dynamic nature and massive99

scale of knowledge graphs, the efficiency of KAFCA is100

limited. To obtain a concise summarization of the entity,101

KAFCA considers the original RDF triples and the newly102

added RDF triples as a whole when building concept lattice.103

Considering that the construction of concept lattice in KAF-104

CA is non-incremental, this method can be time-consuming,105

especially when the RDF entity descriptions are complex.106

Additionally, KAFCA considers giving the same scores to107

the concepts with the same cardinality of extents, which is108

unreasonable as the cardinality of the corresponding intents109

are also influential to the significance of concepts.110

To tackle these challenges, we propose an incremental111

entity summarization approach to improve the efficiency of112

entity summarization with FCA. Furthermore, we improved113

the ranking algorithm by considering the importance,114

redundancy, and uniqueness of triples for obtaining better115

summarization results. The main contributions of this paper116

are summarized as follows:117

• Formalization of Incremental Entity Summariza-118

tion: We pioneer the formalization of incremental119

entity summarization with FCA. Incremental entity120

summarization in this paper is based on FCA used121

to analyze the relationship between predicates and122

objects in RDF triples of the entity in the knowledge 123

graph. Our main idea is to apply an incremental 124

construction algorithm of concept lattice to entity 125

summarization and rank the RDF triples by introduc- 126

ing the importance, redundancy, and uniqueness of 127

triples based on the hierarchy of concepts in concept 128

lattice. 129

• Incremental Entity Summarization Approach: To 130

address the low efficiency of KAFCA, this paper 131

proposes IES-FCA, an original incremental entity 132

summarization approach with FCA. The approach 133

is applicable for the streaming data environment 134

where the amount of data is constantly increasing 135

and the order of data can not affect the summa- 136

rization results. Firstly, original and newly added 137

entity descriptions are constructed into formal con- 138

texts (K1, K2), and then these descriptions are built 139

into concept lattices (C1, C2). Secondly, we take the 140

intersection of extents of C1 and C2, based on which 141

the final concept lattice can be built. Finally, we rank 142

the RDF triples with the hierarchy of extents and 143

intents in concept lattice and output the compact 144

entity summary. 145

• Improved Ranking Algorithm for Entity Sum- 146

marization: To address the shortage of KAFCA in 147

ranking algorithm, our proposed approach IES-FCA 148

modifies the scoring algorithm for the RDF triples. 149

Concretely, we assign different scores for the con- 150

cepts that has extents with the same cardinality while 151

these scores in KAFCA are the same. In addition, the 152

importance, redundancy, and uniqueness of triples 153

are considered in the ranking process, which guaran- 154

tees the importance, compactness, and uniqueness of 155

the summary results. 156

• Evaluation: We conduct extensive experiments to 157

compare the proposed method with KAFCA and 158

other state-of-the-art approaches on two real-world 159

datasets. The experiment results demonstrate that 160

our proposed method performs better than KAFCA. 161

Specifically, the efficiency of entity summarization 162

can be improved up to 8.7% for all entities. Fur- 163

ther, for the entity whose RDF descriptions consist 164

of the largest number of predicates, the summary 165

efficiency can be improved up to 67%. Addition- 166

ally, the effectiveness of IES-FCA has been proved 167

compared with other state-of-the-art algorithms in 168

terms of F1 −measure, MAP (Mean Average Pre- 169

cision), and NDCG (Normalized Discounted Cu- 170

mulative Gain). The weighting tests and ablation 171

study verified the rationality and effectiveness of 172

the proposed ranking algorithm. Concretely, the re- 173

sults of F1 −measure improvement on ESBM (En- 174

tity Summarization Benchmark) v1.0 dataset range 175

from 5.84% to 32.14% and the results of MAP im- 176

provement can reach to 17.87%. For the ESBM v1.2 177

dataset, the results of F1 − measure improvement 178

and NDCG improvement can be raised up to 4.68% 179

and 2.41%, respectively. 180

The rest of this paper is organized as follows: Section 2 181

introduces the related work. Then, the problem formulation 182
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is presented in Section 3. Section 4 elaborates our novel183

approach. The experimental details are described and exper-184

imental results are discussed in Section 5. Finally, Section 6185

concludes this paper.186

2 RELATED WORK187

Entity summarization provides concise information of the188

entity in the knowledge graph using various ranking algo-189

rithms. RELIN [21] ranks triples of the entity by adopting a190

variant of the random surfer model, which is based on non-191

uniform probability distributions and applies informative-192

ness to the traditional relatedness-based centrality measure.193

In order to reduce the redundancy among the returned items194

and lower the risk of no item that people are interested195

in is returned, DIVERSUM [22] introduced the concept of196

diversity for the results of entity summarization. Gunaratna197

et al. [23] proposed a novel diversity-aware entity summa-198

rization approach, called FACES, which takes into account199

the dimensions of diversity, uniqueness, and popularity of200

descriptions for each entity. Their approach selects represen-201

tative facts to form a concise and comprehensive summary202

using the clustering algorithm called Cobweb. FACES-E [4]203

is an extension of FACES that utilizes both object and data204

type properties to generate entity summarization. Xu et205

al. [24] proposed CD that considers the characteristic and206

diverse feature selection as a binary quadratic knapsack207

problem, in which they apply information theory into the208

feature characterizing. LinkSUM [25] is a generic relevance-209

centric summarization method that focuses more on objects210

rather than diversity of properties. Based on FCA, KAFCA211

[14] converts a knowledge graph into a formal concept212

employing the tokenized objects and predicates in RDF213

triples, and obtains the ranked RDF triples according to the214

weights of all predicate-object pairs. BAFREC [26] splits all215

facts of entities into categories and then rates each category216

using a specific metric, which balances the frequency and217

rarity metrics for obtaining summaries on the entity. Wei218

et al. proposed an LDA-based model MPSUM [27], which219

extends a probabilistic topic model by integrating the idea220

of predicate-uniqueness and object-importance for ranking221

triples. ES-LDA [28] is a probabilistic topic model that222

applies prior knowledge to statistical learning techniques223

for entity summarization, which selects top-k triples ac-224

cording to the probability distributions of triples. Wei et al.225

[29] presented a neural network model ESA and applied226

the supervised attention mechanism with BiLSTM to entity227

summarization task, which ranks facts by attention weights228

for the entity.229

Most of the above-mentioned approaches of entity sum-230

marization are non-incremental, and thus the efficiency of231

entity summarization is low when the knowledge graph is232

complex. In addition, the entities in the knowledge graph233

change constantly and the corresponding entity summary234

should be created timely. Accordingly, it is necessary to235

enhance the efficiency of entity summarization. For this,236

the previously mentioned FACES [23] adopts an incremental237

approach using a modified incremental hierarchical concep-238

tual clustering algorithm. FACES adapted an incremental239

hierarchical conceptual clustering algorithm named Cob-240

web for partitioning feature set, which can cluster items241

based on the probability of attribute-value pairs for the 242

items. Incremental entity summarization can be regarded 243

as one type of dynamic entity summarization with focus 244

on the efficiency improvement rather than a comprehensive 245

description of the entity from the perspective of time evolu- 246

tion. The literature [30] viewed dynamic entity summariza- 247

tion for entity cards as the query-dependent nature of the 248

generated summaries and formulated two specific subtasks 249

(i.e., fact ranking and summary generation) to address the 250

problem. Tasmin et al. [31] envisioned an approach to create 251

a summarization graph capturing the temporal evolution of 252

entities across different versions of a knowledge graph. They 253

converted different versions of a knowledge graph into RDF 254

molecules and adopted FCA to these RDF molecules for 255

generating the summary information. 256

3 PROBLEM FORMULATION 257

This section first formally defines fundamental definition- 258

s about entity summarization and FCA, which has been 259

depicted clearly in [28] and [32], respectively. Then, the 260

problem of incremental entity summarization is formulated. 261

3.1 Entity Summarization 262

Entities in the knowledge graph are described by various 263

RDF triples. Entity summarization simplifies the lengthy 264

description of entity and provides a concise description. 265

Definition 1. [28] (Entity Summarization) Given an entity e 266

and a positive integer k, a summarization of the entity e, 267

denoted as Sum(e, k), is the top-k subset of all predicates 268

and corresponding objects that are most relevant to that 269

entity. 270

3.2 Formal Concept Analysis 271

For the sake of simplicity, we only sketch the key notions of 272

FCA. More preliminaries of FCA can be found in [20], [32]. 273

To avoid confusion, notice that O and P represent the set of 274

objects (denote objects in the formal context) and the set of 275

predicates (denote attributes in the formal context) in RDF 276

triples, respectively. 277

To better express the core of the work, we propose the 278

definition of Tokenized Formal Context by modifying the 279

basic definition of Formal Context [32] as follows: 280

Definition 2. (Tokenized Formal Context) A tokenized
formal context is organized as a triple K = (O,P, I),
where O = {o1, o2, · · · , on} is the set of objects, P =
{p1, p2, · · · , pm} is the set of attributes, and I is com-
posed of the direct relationship I ′ between O and P and
underlying relationship I ′′ between tokenized objects set
O′ and P . Concretely, if oi and pi are object and predicate
in a RDF triple respectively, we assume that there is a di-
rect relationship: (oi, pi) ∈ I ′. For two pairs of the objects
and predicates (oi, pi) and (oj , pj), if oi and oj share
the same terms by tokenizing the objects, we assume
that there is a underlying relationship: (oi, pj) ∈ I ′′,
(oj , pi) ∈ I ′′. Let I = I ′

∪
I ′′, I ⊆ (O

∪
O′) × P ,

(oi, pj) ∈ I denotes that object oi has the relationship
with pj , and (oi, pj) /∈ I denotes that object oi does not
have the relationship with pj , where oi ∈ O, pj ∈ P .
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Here, “1” and “0” denote (oi, pj) ∈ I and (oi, pj) /∈ I ,
respectively. {

1 (oi, pj) ∈ I
0 (oi, pj) /∈ I

For the sake of simplicity, we used terms Tokenized Formal281

Context and Formal Context interchangeably in the remain-282

der of this paper. Based on the proposed Tokenized Formal283

Context, the following operators for building concepts are284

defined:285

Definition 3. [32] For a formal context K = (O,P, I), the286

operators ↑ and ↓ on X ⊆ O and B ⊆ P are respectively287

defined as:288

X↑ = {p ∈ P | ∀o ∈ X, (o, p) ∈ I} (1)
289

B↓ = {o ∈ O| ∀p ∈ B, (o, p) ∈ I} (2)

∀o ∈ X , let {o}↑=o↑, and ∀p ∈ B, let {p}↓ ∈ p↓.290

Definition 4. [32] (Concept) Given a formal context K =291

(O,P, I), (X,B) is called a concept if (X,B) satisfies292

X↑ = B and B↓ = X , where X and B are called the293

extent and intent of the concept, respectively.294

Definition 5. [32] Let C(K) denote the set of all formal295

concepts of the formal context K = (O,P, I). If (X1, B1),296

(X2, B2) ∈ C(K), then let297

(X1, B1) ≤ (X2, B2)⇔ X1 ⊆ X2(⇔ B1 ⊇ B2) (3)

then “ ≤ ” is a partial relation of C(K).298

Definition 6. [32] (Concept Lattice) A concept lattice CL(K)299

= (C(K), ≤) can be obtained by all formal concepts300

C(K) of a formal context K with the partial order “ ≤ ”.301

Its graphical representation is a Hasse diagram. EL(K)302

is the set of extents for all concepts in CL(K).303

3.3 Problem Description 304

In this section, we formulate the problem of incremental 305

entity summarization addressed in this paper. Incremental 306

entity summarization selects top-k descriptions of the entity 307

in dynamic knowledge graph where new predicates or 308

objects are frequently added. For the sake of simplicity, this 309

paper only focuses on the increment of predicates for the 310

entity. We also assume that there is no decrease of the RDF 311

descriptions in the knowledge graph. 312

Input: A set of RDF triples R of the entity in the incremental 313

knowledge graph, where R includes original and increased 314

RDF triples. 315

Output: A set of ranked top-k RDF triples R1. 316

Process: Firstly, we construct two formal contexts (K1,K2) 317

for original and newly added RDF triples, respectively, and 318

then obtain two concept lattices CL(K1) and CL(K2). After 319

that, we make intersection T of the extents of CL(K1) and 320

the extents of CL(K2), i.e., T = EL(K1) ∩ EL(K2). Based 321

on obtained intersection, the final concept lattice can be 322

built. Finally, we rank the RDF triples by the importance, 323

redundancy, and uniqueness of triples based on the hierar- 324

chy of extents and intents in the final concept lattice. 325

4 PROPOSED APPROACH 326

This section discusses: 4.1 the framework of incremental 327

entity summarization; 4.2 how to construct the Tokenized 328

Formal Context; 4.3 the details of our proposed approach; 329

4.4 a relevant proof on the correctness of our proposed 330

approach; 4.5 the improved ranking algorithm for entity 331

summarization; 4.6 the algorithm descriptions. 332

4.1 Framework of Incremental Entity Summarization 333

Recall from Section 1 that Kim et al. [14] presented KAF- 334

CA using FCA and proved that it achieves better entity 335

subject predicate

object

(a) (b)

(c) (d)

t1 t2

(e)

(f)

Fig. 2. The framework of incremental entity summarization.
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summarization results than the state-of-the-art approaches.336

However, considering that KAFCA is non-incremental and337

the concept lattice can always be constructed in exponential338

time, the efficiency of entity summarization by KAFCA is339

limited, especially in the complex knowledge graph. Our340

proposed approach aims to reduce the time cost for gen-341

eration of the entity summary by invoking an incremental342

algorithm for generating the concept lattice.343

To better understand the problem, Fig. 2 depicts the344

framework of incremental entity summarization with F-345

CA. Here, o and p represent the object and predicate346

of the entity, respectively. We use the triples of actual347

entity to illustrate the Fig. 2. Concretely, p1, p2, p3, p4348

and p5 refer to name, rdf − schema#label, description,349

surname and givenName, respectively. o1, o1, o3, and350

o4 indicate “Kippis,Andrew”@en, “Britishminister”,351

“AndrewKippis”@en, Andrew, respectively. As shown in352

Fig. 2 (a), first, the unordered RDF triples are input as initial353

data, and then they are constructed as a formal context using354

the binary relationships between the tokenized objects and355

predicates, as shown in Fig. 2 (b). Subsequently, a concept356

lattice is constructed based on the obtained formal context357

(Fig. 2 (c)). Finally, we select top-k RDF descriptions as358

an entity summarization by the proposed ranking algo-359

rithm that introduces the importance, redundancy, and360

uniqueness of triples for entity summarization (Fig. 2 (d)).361

These mentioned procedures of entity summarization oc-362

curred at time t1 are static, which only focuses on a snapshot363

of the entity.364

However, the entity descriptions on the web are not stat-365

ic and change frequently. For instance, new RDF triples are366

added at time t2. As concept lattices can grow exponentially367

large in the worst case [33], it is unnecessary to repeat the368

whole procedures for obtaining the entity summary. Thus,369

we presented a novel attribute-incremental algorithm for the370

construction of concept lattice to enhance the efficiency of371

entity summarization. The details of our proposed approach372

are described in the next subsection.373

4.2 Tokenized Formal Context Construction374

In this section, we illustrate how to tokenize the objects375

of triples and construct the tokenized formal context using376

the following triples of the actual entity “3WAY FM” in377

ESBM dataset [35]:378

(3WAY FM, subject, Category : Radio stations in V i379

ctoria) and (3WAY FM, broadcastArea, V ictoria (Aus380

tralia)).381

The tokenized objects of triples can be obtained382

by splitting the objects into several single terms383

according to the segmentation principles including384

underline, camelcase, space, etc. For instance, the object385

Category : Radio stations in V ictoria can be tokenized386

as: Category, Radio, stations, in, and V ictoria. According387

to Definition 2, the direct relationships between predicates388

and objects can be discovered in the formal context.389

Besides, if the objects of two triples share the same terms by390

tokenizing the objects, the underlying relationships between391

predicates and objects can also be discovered. For example,392

in Fig. 2 (b), we use the tokenized object 1[2] and tokenized393

object 2[1] to represent that the object 1 and object 2 share394

the same terms. More generally, for the predicate-object 395

pairs (subject, Category : Radio stations in V ictoria) 396

and (broadcastArea, V ictoria (Australia)), the objects 397

of which all contain the term of V ictoria. Then, 398

two potential relationships between the predicates 399

and objects are added to construct the tokenized 400

formal context: (subject, V ictoria (Australia)), and 401

(broadcastArea, Category : Radio stations in V ictoria 402

). The direct and potential relationships between predicates 403

and objects together form the tokenized formal context. 404

4.3 Incremental Entity Summarization with FCA 405

Inspired by our previous work [34], the proposed method 406

can be described as follows: 407

Fig. 2 (b) and (f) are the formal context of original 408

and newly added triples, respectively. The original formal 409

context, the incremental formal context, and the final formal 410

context are defined as: K1 = (O,P1, I1), K2 = (O,P2, I2), 411

and K = (O,P, I), respectively. 412

Firstly, we construct original formal context K1 and 413

newly added formal context K2 according to the rela- 414

tionships between tokenized objects and predicates from 415

RDF descriptions of the entity. Secondly, original concept 416

lattice C1 = CL(K1) and newly added concept lattice 417

C2 = CL(K2) are built using the obtained formal contexts. 418

Thirdly, we take intersection T of EL(K1) and EL(K2). 419

Afterwards, we obtain the intent i for each extent e ∈ T ac- 420

cording to i← e↑, where the final concepts can be obtained. 421

Finally, we obtain the ranked RDF triples using a modified 422

algorithm that employs the importance, redundancy, and 423

uniqueness of triples based on [14]. More specifically, we 424

grade and rank the RDF triples using the importance of 425

extents in concepts. The intuition of this approach is that 426

the fewer objects an extent contains, the more important the 427

objects are. Furthermore, the redundancy is introduced to 428

reduce the ranking score of the triples with the same object, 429

while the uniqueness of predicates is used to select the 430

unique triples. 431

Example 1. Fig. 2 (c) is the initial con- 432

cept lattice of K1, whose concepts are: 433

({∅}, {p1, p2, p3}),({o1, o2}, {p1, p3}),({o3}, {p1, p2}), 434

({o1, o2, o3}, {p1}),({o3, o4}, {p2}),({o1, o2, o3, o4}, {∅}). 435

Fig. 3 (a) is the concept lattice of the newly 436

added formal context K2, whose concepts 437

are: ({∅}, {p4, p5}),({o1, o2}, {p4}),({o4}, {p5}), 438

({o1, o2, o3, o4}, {∅}). Then, we can obtain the extent 439

set T by making intersection of T1 and T2, where 440

T1 = EL(K1), T2 = EL(K2). The extent set T are: 441

{{o1, o2, o3, o4},{o3, o4},{o1, o2, o3},{o1, o2},{o3},{o4}, 442

{∅}}. Then, the corresponding intent i of 443

each extent e in T is obtained by i ← e↑. 444

Finally, we obtain the following concepts: 445

({∅}, {p1, p2, p3, p4, p5}),({o4}, {p2, p5}),({o3}, {p1, p2}), 446

({o1, o2}, {p1, p3, p4}),({o3, o4}, {p2}), 447

({o1, o2, o3}, {p1}),({o1, o2, o3, o4}, {∅}). 448

Fig. 3 (b) shows the actual concept lattice of the final 449

formal context K, which is consistent with the obtained 450

concepts by our method. Based on the obtained concept 451

lattice, entity summarization can be generated. 452
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Fig. 3. Concept lattice of K2 and K.

4.4 Correctness of the Proposed Approach453

Considering that our proposed approach applies an incre-454

mental algorithm to entity summarization, it is necessary to455

prove the correctness of the method.456

Theorem 1. Given three formal contexts K1 = {O,P1, I1},457

K2 = {O,P2, I2}, and K = (O,P1 ∪ P2, I1 ∪ I2), the458

relationship among the set of the extents of K1, K2, and459

K satisfies the following equation:460

EL(K) = {X1∩X2|X1 ∈ EL(K1), X2 ∈ EL(K2)} (4)

where EL(K) is the set of extents for all concepts in concept461

lattice CL(K), and X1 and X2 are a set of extents in EL(K1)462

and EL(K2), respectively.463

Proof:464

1) For the original and newly added formal context465

K1, K2, the sets of extents EL(K1) and EL(K2),466

the sets of attributes P1 and P2, ∃X1 ∈ EL(K1),467

X2 ∈ EL(K2), B1 ⊆ P1, B2 ⊆ P2, assume that468

concept (X1, B1) ∈ concept lattice CL(K1), concept469

(X2, B2) ∈ concept lattice CL(K2). According to470

Definition 3, we have that X1 ∩ X2 = B↓
1 ∩ B↓

2 =471

(B1∪B2)
↓. Due to B1∪B2 ⊆ P1∪P2, we have ((X1∩472

X2), (B1 ∩ B2)
↓↑) = ((B1 ∩ B2)

↓, (B1 ∩ B2)
↓↑) =473

concept lattice CL(K), hence, X1 ∩X2 ⊆ the set of474

extents EL(K).475

Moreover, for the formal context K, the set of476

extents EL(K), the sets of attributes P1 and P2,477

∃X ∈ EL(K), B ⊆ P1 ∪ P2, assume that (X,B) ∈478

concept lattice CL(K). According to Definition 3,479

we have that X = B↓ = (B ∩ (P1 ∪ P2))
↓ =480

((B∩P1)∪(B∩P2))
↓ = (B∩P1)

↓∩(B∩P2)
↓. Due to481

B∩P1 ⊆ P1 and B∩P2 ⊂ P2, we have (B∩P1)
↓ ∈482

the set of extents EL(K1) and (B∩P2)
↓ ∈ the set of483

extents EL(K2), respectively. Therefore, EL(K) =484

{X1 ∩X2|X1 ∈ EL(K1), X2 ∈ EL(K2)}.485

2) Typically, for P2 = {m}, K2 = {O,m, I2},486

∃X ∈ EL(O,P1, I), we have that the set of487

extents EL(O,P1 ∪ {m}, I) = EL(O,P1, I) ∪488

EL(O, {m}, I2) = EL(O,P1, I) ∪ {X ∩ m↓}.489

According to 1), we have the set of extents490

EL(O, {m}, I2) = {m↓, ∅↓} = {m↓, O}.491

According to Theorem 1, we have that the set of extents of492

the formal context K equals to the intersection of the set of493

extents of formal contexts K1 and K2.494

4.5 Improved Ranking Algorithm for Entity Summariza- 495

tion 496

This section describes the modification of ranking algo- 497

rithm that introduces the importance, redundancy, and 498

uniqueness of triples for entity summarization based on 499

[14]. In [14], the authors rank the RDF triples according to 500

the cardinality of extents for the concepts in concept lattice, 501

the intuition of which is that the concept is more important 502

when the cardinality of extent of concept is smaller. How- 503

ever, the cardinality of intents is also an important factor 504

that can not be ignored. Thus, we improved the ranking 505

algorithm by considering the cardinality of extents and 506

intents simultaneously. Additionally, in order to reduce the 507

redundancy of RDF triples and quantize the importance 508

and uniqueness of each triple, the following ranking indi- 509

cators are defined: 510

uniqueness(s, p, o) =
len(entity)

number(p)
(5)

where len(entity) denotes the number of RDF triples of 511

the entity, and number(p) is the number of predicate p 512

in all triples. From Equation (5), we can observe that the 513

rarer the predicate of the triple in all triples is, the more 514

unique the triple is, which means that the triple can be more 515

representative of the entity. For all the RDF triples, by calcu- 516

lating the uniqueness of each triple, more triples containing 517

unique properties can be assigned with higher scores and be 518

selected. Then, the score of each triple ranking(s, p, o) can 519

be defined accordingly: 520

ranking(s, p, o) = len(entity)− hierarchy

−redundancy + uniqueness
(6)

where hierarchy and redundancy are related to the hier- 521

archy of concepts in concept lattice. When we re-rank all 522

the concepts according to the ascending order of the cardi- 523

nality of extents, the importance of extents in the obtained 524

concepts decreases as the cardinality of extents increases. 525

Consequently, the hierarchy can be utilized to obtain more 526

important triples, because the concepts with fewer objects 527

are located at higher layers and can be assigned with higher 528

scores. In addition, due to the same object in RDF various 529

triples, the selected triples should avoid triples with the 530

same object occurrence. Thus, we use redundancy to lessen 531

the ranking score when the triples with the same object have 532

been selected.

Fig. 4. The ranking process for the concept lattice of K.
533

Example 2. In Fig. 3 (b), the obtained con- 534

cepts are: ({o3, o4}, {p2}),({o1, o2, o3}, {p1}), 535
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({o1, o2}, {p1, p3, p4}),({o3}, {p1, p2}),({o4}, {p2, p5}).536

Fig. 4 illustrates the ranking process for the obtained537

concepts. Firstly, we re-ranked the concept lattice based538

on the cardinality of extents for the concepts. Typically,539

the concepts with the same cardinality of extents are at540

the same layer and the concepts with less cardinality541

of extents are at higher layer. For the original 5 triples542

in Fig. 2: (s, p1, o1), (s, p1, o3), (s, p2, o4), (s, p3, o2),543

(s, p2, o3), and the newly added 2 triples: (s, p4, o1),544

(s, p5, o4), we can obtain len(entity) = 7. According to545

the Equation (5), the values of uniqueness for all triples546

are calculated as follows:547

uniqueness(s, p2, o4) = 3, uniqueness(s, p5, o4) = 7

uniqueness(s, p2, o3) = 3, uniqueness(s, p1, o1) = 3

uniqueness(s, p3, o2) = 7, uniqueness(s, p4, o1) = 7

uniqueness(s, p1, o3) = 3

Concretely, because the number of predicates p2548

and p5 in all triples is 2 and 1, respectively,549

uniqueness(s, p2, o4) = 3 and uniqueness(s, p5, o4) = 7550

by the Equation (5). When assigning the scores to triples,551

we traverse all concepts and calculate the scores of552

triples ranking(s, p, o) according to the hierarchy of the553

re-ranked concepts. More specifically, we traverse the554

concepts in different layers as the cardinality of extents555

of concepts (or the layer of concepts) increases. For the556

concepts at the same layer, the cardinality of intents557

of the concept is bigger, and the concept is calculated558

first. For example, ({o4}, {p2, p5}) and ({o3}, {p1, p2})559

are both at the second layer and the concepts are cal-560

culated first compared to the concepts in other layers.561

Due to ({o4}, {p2, p5}) and ({o3}, {p1, p2}) have the562

same number of extent and intent, they are given the563

same score. Here, the score for a triple (s, p, o) is deter-564

mined by the concept that first appeared. For instance,565

({o4}, {p2, p5}) and ({o3, o4}, {p2}) are located at the566

second and third layer, respectively. Then, the score of567

the triple (s, p2, o4) that contains o4 is calculated by the568

({o4}, {p2, p5}) rather than ({o3, o4}, {p2}), although the569

latter also contains o4. In terms of the redundancy, it is570

added into the Equation (6) only when the score of triple571

that contains the same object is calculated again. For572

example, when calculating the concept ({o4}, {p2, p5})573

that refers to the following two triples: (s, p2, o4) and574

(s, p5, o4), the redundancy is added into the Equation575

(6) when calculating the ranking score of the (s, p5, o4)576

as (s, p2, o4) contains the same object o4. Therefore, the577

traversal sequence of the concepts and the corresponding578

scores of the triples can be obtained as follows:579

ranking(s, p1, o3) = 7− 1 + 3 = 9

ranking(s, p2, o3) = 7− 1− 1 + 3 = 8

ranking(s, p2, o4) = 7− 1 + 3 = 9

ranking(s, p5, o4) = 7− 1− 1 + 7 = 12

ranking(s, p1, o1) = 7− 2 + 3 = 8

ranking(s, p4, o1) = 7− 2− 1 + 7 = 11

ranking(s, p3, o2) = 7− 2 + 7 = 12

Finally, the RDF triples can be sorted in descending order580

by the ranking scores.581

Compared with KAFCA, our improved ranking algo- 582

rithm can perform better on distinguishing the importance 583

of these concepts with the same cardinality of extents. In 584

addition, the uniqueness and redundancy of triples are 585

also considered into the ranking process, which can ensure 586

that the most representative triples are selected and the 587

performance of entity summarization is improved. 588

4.6 Algorithms 589

Algorithm 1 Incremental Entity Summarization Algorithm
Input:

A set of RDF triples for the entity, R
The parameter of output RDF triples, k

Output:
A set of ranked top-k RDF triples R1

1: Initialize K1 = ∅, K2 = ∅
2: begin
3: Get tokenized objects O, original predicates P1, incremental

predicates P2 by segmentation operation from R
4: end
5: begin
6: K1 = (O,P1, I1)
7: K2 = (O,P2, I2)
8: C ← IncrementalConcept(K1,K2)
9: end

10: Obtain R1 by invoking Ranking Algorithm

Based on Theorem 1, we propose an incremental entity 590

summarization algorithm listed as Algorithm 1. Firstly, a 591

set of RDF triples for the entity, R, and the parameter 592

of output RDF triples, k (given by users), are given in 593

input. Then Line 1 initializes original formal context K1 and 594

newly added formal context K2. The purpose of Lines 2- 595

4 is to obtain the tokenized objects O, original predicates 596

P1, incremental predicates P2 from initial data R. After 597

that, original formal context K1 and incremental formal 598

context K2 can be assigned with binary relation value (“0” 599

or “1”) according to the relationships between the obtained 600

objects and predicates (Lines 6-7). At Line 8, by invoking 601

the algorithm IncrementalConcept(K1,K2), the final concept 602

lattice can be built. Finally, we rank RDF triples of the entity 603

via Ranking Algorithm at Line 10. 604

Algorithm 2 Non-incremental Entity Summarization Algo-
rithm
Input:

A set of RDF triples for the entity, R
The parameter of output RDF triples, k

Output:
A set of the ranked top-k RDF triples R1

1: Initialize K = ∅, C = ∅
2: begin
3: Get tokenized objects O, predicates P by segmentation opera-

tion from R
4: end
5: begin
6: K = (O,P, I)
7: C ← BasicConcept(K)
8: end
9: Obtain R1 by invoking Ranking Algorithm

For comparison, Algorithm 2 details the algorithm of 605

non-incremental entity summarization [14]. The differences 606

between this algorithm and Algorithm 1 lie at Lines 2-4 and 607

Lines 5-8. On the one hand, Algorithm 2 considers the initial 608
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input of RDF triples for the entity as a whole, thus the entire609

tokenized objects O and predicates P can be acquired (Lines610

2-4). On the other hand, Lines 5-8 in Algorithm 2 obtain the611

final concepts by BasicConcept(K). The ranked RDF triples612

R1 and R2 are output as shown at Line 9.613

Algorithm 3 IncrementalConcept(K1,K2)
Input:

The formal contexts K1, K2

Output:
A set of concepts C

1: Initialize C = ∅, C1 = ∅, C2 = ∅, T = ∅, T1 = ∅, T2 = ∅
2: begin
3: C1 ← BasicConcept(K1)
4: C2 ← BasicConcept(K2)
5: end
6: for each concept (X,B) ∈ C1

7: T1 ← X ∪ T1

8: end
9: for each concept (X,B) ∈ C2

10: T2 ← X ∪ T2

11: end
12: T ← T1 ∩ T2

13: for each extent e ∈ T
14: i← e↑

15: C ← (e, i) ∪ C

16: end

Algorithm 4 BasicConcept(K)
Input:

A formal context K
Output:

A set of concepts C
1: Initialize T = ∅, P = ∅, C = ∅
2: begin
3: T ← Add the set that contains all objects in K
4: P ← Add all attributes in K
5: end
6: for each attribute a ∈ P
7: for each extent e ∈ T
8: T ← e ∩ a↓

9: end
10: end
11: for each extent e ∈ T
12: i← e↑

13: C ← (e, i) ∪ C
14: end
15: Return C

As for algorithm IncrementalConcept(K1,K2), Line 1614

initializes concept sets (C,C1, C2), extent sets (T, T1, T2).615

After that, Lines 2-5 assign with values to C1 and C2616

through BasicConcept(K1) and BasicConcept(K2), respec-617

tively. Based on the obtained C1 and C2, the extent sets T1618

and T2 can be obtained by two loop operations (Lines 6-619

11), respectively. Followed by taking the intersection of T1620

and T2 (Line 12), we utilize the obtained intersection T to621

construct the final concept lattice (Lines 13-16).622

BasicConcept(K) is a non-incremental construction algo-623

rithm of concept lattice. Firstly, Line 1 initializes the extent624

set T , attribute set P , concept set C. Then Lines 2-5 are the625

assignment operations for T and P . Finally, we can obtain626

the all extent set T (Lines 6-10) and concepts set C (Lines627

11-15) according to Definition 4.628

Algorithm 5 is the modified algorithm of entity summa-629

rization based on FCA, which considers the importance,630

redundancy, and uniqueness of triples in ranking the RDF631

triples of the entity compared to [14]. Line 1 initializes the632

Algorithm 5 Ranking Algorithm
Input:

A set of concepts C
A set of RDF triples for the entity, R
The parameter of output RDF triples, k

Output:
A set of the ranked top-k RDF triples R1

1: Initialize final score, hierarchy, redundancy, uniqueness = 0,
i = 1, object list = ∅

2: begin
3: C1 ← Rank concepts according to the cardinality of extents

and intents in C
4: s, p, o← Obtain the subject, predicate, object from R
5: end
6: for each concept (X,B) ∈ C1

7: for each extent e ∈ X
8: number p = count(p)

9: uniqueness =
length(R)
number p

10: if entity ∈ ’dbpedia’
11: if extent ∈ object list
12: final score[s, p, extent] =
13: length(R)− hierarchy − redundancy
14: object list← object list ∪ extent
15: continue
16: end if
17: final score[s, p, extent] = length(R)−
18: hierarchy + uniqueness
19: object list← object list ∪ extent
20: else if entity ∈ ’lmdb’
21: if extent ∈ object list
22: final score[s, p, extent] =
23: length(R)− redundancy
24: object list← object list ∪ extent
25: continue
26: end if
27: final score[s, p, extent] = length(R)+
28: uniqueness
29: object list← object list ∪ extent
30: end if
31: end
32: hierarchy + = 1, redundancy + = 1
33: end
34: begin
35: final score← Rank final score in descending order accord-

ing to its value
36: end
37: for each s, p, o ∈ final score
38: if i <= k
39: R1 ← R1 ∪ (s, p, o)
40: end if
41: i++
42: end

final score final score of each triple, other variables. Line 3 633

ranks the concepts C according to the cardinality of extents 634

and intents in C, where the concepts C are firstly ranked by 635

the cardinality of extents, and then ranked according to the 636

cardinality of intents when the cardinalities of extents are 637

the same. Line 4 obtain the subject, predicate, and object 638

from R. Then, we calculate the final score (Lines 6-33) 639

considering the importance, redundancy, and uniqueness 640

of triples. 641

More specifically, the importance of triples is calculated 642

according to the hierarchy of concepts in C1. In other words, 643

if an extent in concepts has fewer objects, the objects are 644

more important and the corresponding scores for these 645

objects are higher. Due to the existence of the same objects 646

in various triples that should avoid being selected as the 647

summarization of the entity, the redundancy is introduced 648

to lessen the scores of triples that the triples with the same 649
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objects have been in existence. By utilizing the uniqueness,650

the more unique and representative triples can be selected,651

because the predicates of triples usually represent one re-652

spect of the entity and the rarity of the predicates can be653

selected as the uniqueness of the entity. Intuitively, the more654

rare the predicates are, the more representative the triples655

that contain the predicates are.656

Concretely, Lines 8-9 calculate the number of predicate657

p in all triples and the corresponding uniqueness of p.658

Then, the scores of the triples from the DBpedia dataset and659

LinkedMDB dataset are obtained at Lines 10-19 and Lines660

20-33, respectively. For avoiding redundancy of the sum-661

marization, Lines 11-16 and Lines 20-26 lessen the scores662

of the triples with the same objects. Lines 17-19 calculate663

scores of the triples on the DBpedia dataset by consid-664

ering the importance and uniqueness, while Lines 27-30665

calculate scores of the triples on the LinkedMDB dataset by666

considering the uniqueness. The reason why we omit the667

importance from the LinkedMDB dataset is that the objects668

of the triples are in the form of a specific number rather than669

meaningful token. This prevents hierarchy of concepts from670

distinguishing the importance of concepts and triples. Line671

32 assigns incremental values to hierarchy and redundancy672

with traversing the concepts in C1. After that, Lines 34-673

36 rank the final score in descending order according to674

its value. Finally, the remaining procedures (Lines 37-42)675

output the ranked top-k RDF triples.676

5 EXPERIMENTS677

In this section, we first introduce the datasets and imple-678

mentation detail of our experiments, and then depict the679

evaluation criteria. Afterwards, we present the comparison680

approaches and discuss the experimental results. All exper-681

iments are implemented with Inter(R) Core (TM)i5-8250U682

CPU@1.60GHz 1.80GHz 16GB-RAM PC under Windows10683

system.684

5.1 Datasets and Implementation685

The real-world dataset ESBM 1 we employed in experiments686

is available in [35], which contains two benchmark datasets687

for evaluating entity summarization. ESBM is currently the688

largest available benchmark dataset that can be found in689

the real-world. ESBM v1.0 and v1.2 consist of 140 entities690

and 175 entities selected from DBpedia2 and LinkedMDB3,691

respectively. For each entity, ESBM provides its original692

descriptions, with the addition of 6 top-5 and 6 top-10693

ground-truth summaries created by crowdsourcing. Con-694

cretely, ESBM v1.0 is a total of 100 DBpedia entities whose695

types consist of Agents, Events, Locations, Species, and696

Works, and 40 entities of LinkedMDB related to Films and697

Persons. On the basis of v1.0, ESBM v1.2 adds another 5698

entities for each type of entity. We conducted the following699

three comparison experiments on ESBM v1.0 in terms of the700

efficiency, with the addition of a performance comparison701

experiment on ESBM v1.0 and v1.2 compared to other state-702

of-the-art algorithms:703

1. https://w3id.org/esbm
2. http://dbpedia.org/
3. http://www.linkedmdb.org/

I Experiment I: First, we obtained the files of formal 704

context using the Entity Summarization Benchmark 705

datasets v1.0 and v1.2 [35]. After that, we convert- 706

ed the obtained files to adjacent matrices that are 707

formal contexts of entities, as initial data in our 708

experiments. Afterwards, we split the formal context 709

into two categories, original formal context (K0) and 710

incremental formal context (K1, K2, K3, K4, K5, 711

K6). For example, K2 means that the formal context 712

has two incremental attributes. For these entities, 713

we compared our proposed method with KAFCA in 714

terms of runtime. 715

I Experiment II: Second, we selected the entity@115 716

(refers to the entity with ID “115”) that contains 717

the largest number of predicates from all 140 en- 718

tities and divided these predicates into two parts, 719

original predicates and incremental predicates. In 720

this experiment, we aim to explore how the various 721

partitions of predicates influence the efficiency of 722

entity summarization. 723

I Experiment III: Third, we conducted experiments on 724

diverse predicate increment inc (inc=1, 2, 3) but with 725

the same number of objects to find out the variation 726

trend of the efficiency influenced by the predicate 727

increment. 728

I Experiment IV: Fourth, we compared IES-FCA to 729

KAFCA and other algorithms with regard to F1 − 730

measure, MAP and NDCG performance measure- 731

ments on both ESBM v1.0 and ESBM v1.2. Due to the 732

attribute increment does not affect the final results of 733

entity summarization, we set the attribute increment 734

inc = 3 in the experiments for Table 3 to 6. Addition- 735

ally, to study the influence of the uniqueness factor 736

of the ranking algorithm, the results of the weighting 737

tests are also provided. Concretely, we assign weight 738

α to len(entity) − hierarchy − redundancy and 739

(1− α) to uniqueness, respectively. 740

I Experiment V: Finally, to validate the rationality 741

and effectiveness of each factor in Equation (6), we 742

conduct the ablation study that only reserves one fac- 743

tor from importance, redundancy, and uniqueness. 744

The ablation study contains three different variants 745

of IES-FCA, including IES-FCAi, IES-FCAr, and IES- 746

FCAu that denote the importance, redundancy, and 747

uniqueness factors only considered in Equation (6), 748

respectively. 749

Fig.5(a), 5(b), and 6 depict the result of Experiment I, II 750

and III, respectively. TABLE 1 and 2 show the improvement 751

of efficiency in Experiment II and statistics of entities in 752

Experiment III, respectively. TABLE 3, 4 present the results 753

of F1 − measure and MAP , and TABLE 5, 6 show the 754

results of F1−measure and NDCG for IES-FCA and other 755

algorithms, respectively. TABLE 7 presents the ablation test 756

results of F1−measure, MAP and NDCG on ESBM v1.0 757

and ESBM v1.2. Before discussing the experimental results, 758

we first introduce the evaluation criteria and comparison 759

approaches for our experiments. 760
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5.2 Evaluation Criteria and Protocol761

In this section, we will introduce the evaluation criteria762

that is adopted in [35], [36]. We utilize the following three763

indicators: F1−measure (so-called F1-score), MAP (Mean764

Average Precision), and NDCG (Normalized Discounted765

Cumulative Gain). F1 − measure calculates the harmonic766

average of the P (Precision) and R (Recall). MAP denotes767

the mean of AP (Average Precision) for all entities, of which768

AP is the average precision of the obtained summaries for769

each entity. NDCG has been widely applied in the field770

of information retrieval, which can assess the quality of the771

obtained summaries.772

P =
|Sm

∩
Sh|

|Sm|
, R =

|Sm

∩
Sh|

|Sh|
, F1 =

2 · P ·R
P +R

(7)

where Sm and Sh are summaries by a certain entity summa-773

rization approach and ground-truth summaries created by774

crowdsourcing, respectively.775

AP =

M∑
i=1,Sm[i−1]∈Sh

P (Sh, Sm(i− 1))

H
(8)

where M , H , Sm[i− 1], Sm(i− 1) represents the size of Sm,776

the size of Sh, the i−1th element of Sm and the subset of Sm777

that contains the elements from 0th to i− 1th, respectively.778

Accordingly, the MAP can be obtained as follows:779

MAP =

G∑
i=1

AP

G
(9)

Here, G denotes the number of the ground-truth summaries780

for each entity by various human experts.781

Let Sgt and Desc(e) represent a ground-truth sum-782

mary and an entity description, respectively. For a triple783

t ∈ Desc(e), the relevant function rel is defined as follows:784

rel(t) =

{
1 if t ∈ Sgt

0 if t /∈ Sgt
(10)

where rel(t) = 1 means that it is relevant for the triple t785

when t ∈ Desc(e) and t ∈ Sgt.786

The NDCG of the ranking at position i(1 ≤ i ≤ I) can787

be defined as follows:788

NDCG@i =
DCG@i

IDCG@i
(11)

789

DCG@i =
i∑

j=1

rel(rj−1)

log(j + 1)
, IDCG@i =

i∑
j=1

1

log(j + 1)

(12)
where I is with the setting parameters of 5 and 10 in the790

experiments.791

Note that, we first calculate the mean value of F1 −792

measure, MAP and NDCG for 6 ground-truth summaries793

by comparing the summarization result with each ground-794

truth summary. Then, we further obtain the average scores795

of the mean value of the three indicators (i.e., F1−measure,796

MAP and NDCG) for all entities, respectively.797

5.3 Comparison Approaches 798

Considering that KAFCA is one of the most relevant ap- 799

proaches to our work and performs better than other ap- 800

proaches, this paper aims to improve the efficiency as well 801

as the effectiveness of entity summarization compared with 802

KAFCA. Note that FACES [23] is also an incremental ap- 803

proach that leverages Cobweb for partitioning feature set, 804

while IES-FCA employs an incremental algorithm concept 805

lattice construction for the FCA-based entity summarization 806

approach. Nevertheless, this paper focuses more on the effi- 807

ciency improvement compared to KAFCA and thus, FACES 808

is excluded from the efficiency comparison experiment. 809

Accordingly, we use the following comparison approaches: 810

• Non-incremental Entity Summarization: The com- 811

pared entity summarization approach [14] is non- 812

incremental. This method employs initial and newly 813

added RDF triples R as input, and then formal 814

context K is obtained by the relationship between 815

tokenized objects and predicates of R, which are 816

regarded as objects and attributes in formal con- 817

text, respectively. After concept lattice is built by 818

BasicConcept(K) algorithm, the ranked RDF triples 819

are output according to Ranking Algorithm. 820

• Incremental Entity Summarization: The proposed 821

incremental method in this paper is based on the 822

compared entity summarization method, with the 823

addition of the IncrementalConcept(K1,K2) algorith- 824

m. The algorithm is an incremental construction al- 825

gorithm of concept lattice, the central idea of which 826

is to take the intersection of the extents of C1 and the 827

extents of C2 and then obtain the final concept lattice 828

by the intersection. Finally, we output the ranked 829

RDF triples using Ranking Algorithm. 830

TABLE 1
The Improvement of Efficiency in Experiment II.

The partitions of predicates The Improvement of Efficiency
(8,18) 50%
(10,16) 49%
(13,13) 44%
(16,10) 56%
(18,8) 46%
(22,4) 63%
(24,2) 67%
(25,1) 61%

TABLE 2
The statistics of entities in experiment III.

Entity Number The Num of Predicates The Num of Concepts
Entity@4 11 14
Entity@5 15 22
Entity@27 18 18
Entity@105 20 16
Entity@134 9 11

5.4 Experimental Results 831

For the consistency of inputs, we added the runtime of con- 832

cept lattice construction for original formal context into the 833

comparison approaches when we calculated the runtime. 834
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(a) The efficiency of our method compared
with baseline method for 140 and 175 enti-
ties.

(b) The efficiency of our method compared
with baseline method for the entity that
contains the largest amount of predicates.

Fig. 5. The results of Experiment I and Experiment II.

(a) inc = 1. (b) inc = 2. (c) inc = 3.

Fig. 6. The efficiency of our method compared with baseline method for the entity that contains the same number of objects and different predicate
increment.

The pre-processing time is not considered in the experimen-835

tal results. Furthermore, we ran the comparison approaches836

10 times for each result.837

As shown in Fig.5(a), the result declares that our method838

has better performance on the evaluation of runtime than839

the compared method. The black and red curve represent840

the runtime changes using 140 entities and 175 entities,841

respectively. Specifically, for the case of inc = 1, the effi-842

ciency of entity summarization can be increased up to 8.7%843

and 5.5 % than KAFCA for all 140 entities and 175 entities,844

respectively.845

Fig.5(b) signifies that our incremental approach can re-846

duce the time consumption dynamically for the entity@115847

that contains the largest number of predicates. It is clear848

that the difference of efficiency between KAFCA and our849

method is distinct when the number of predicates is large.850

Particularly, the data of efficiency improvement is listed in851

TABLE 1. Note that the efficiency of entity summarization852

can be raised up to 67%.853

The results of Experiment III are reported in Fig.6, where854

all the entities have 40 objects, but with diverse number of855

predicates. The number of predicates and the concepts of the856

entities are detailed in TABLE 2. Looking at a single diagram857

in Fig.6, we can observe that the runtime increases with the858

number of predicates as concepts increase. Interestingly, the859

summary efficiency of entity@105 is lower than entity@27,860

although entity@27 has more concepts. The reason is that861

entity@105 has more predicates, which indicates that both862

the number of predicates and concepts affect the efficiency 863

of entity summarization. Lastly, we can conclude that IES- 864

FCA performs better than KAFCA when different number 865

of attributes is added.

TABLE 3
F1-measure of the selected entity summarizers on ESBM v1.0.

Model DBpedia LinkedMDB ALL

k = 5 k = 10 k = 5 k = 10 k = 5 k = 10

RELIN [21] 0.250 0.468 0.210 0.260 0.239 0.409
DIVERSUM [22] 0.260 0.522 0.222 0.365 0.249 0.477
FACES [23] 0.272 0.439 0.160 0.259 0.240 0.388
FACES-E [4] 0.285 0.527 0.252 0.348 0.276 0.476
LinkSUM [25] 0.290 0.498 0.117 0.255 0.240 0.428
CD [24] 0.299 0.531 0.215 0.326 0.267 0.467
KAFCA [14] 0.332 0.531 0.249 0.399 0.308 0.493

IES-FCA 0.374
(N 12.65%)

0.562
(N 5.84%)

0.333
(N 32.14%)

0.436
(N 9.27%)

0.363
(N 17.86%)

0.526
(N 6.69%)

IES-FCA(α = 0.2) 0.374 0.564
(N 0.02%) 0.333 0.438

(N 0.02%) 0.363 0.528
(N 0.02%)

866

TABLE 3 and 4 show the F1 − measure and MAP 867

results of entity summarization on ESBM v1.0 for the com- 868

parison approaches, which declares that the superiority of 869

IES-FCA by comparing with the state-of-the-art approaches. 870

Concretely, compared to other representative approaches, 871

the results of F1 − measure improvement range from 872

5.84% to 32.14% and the results of MAP improvement can 873

reach to 17.87%. For different α of the weighting tests of 874

the uniqueness factor, the best experimental results can 875

be reached when α = 0.2. Compared with the proposed 876

IES-FCA, the majority of results about F1 − measure and 877
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TABLE 4
MAP of the selected entity summarizers on ESBM v1.0.

Model DBpedia LinkedMDB ALL

k = 5 k = 10 k = 5 k = 10 k = 5 k = 10

LinkSUM [25] 0.246 0.386 0.120 0.254 0.210 0.348
FACES [23] 0.247 0.386 0.140 0.261 0.216 0.351
DIVERSUM [22] 0.316 0.511 0.269 0.388 0.302 0.476
RELIN [21] 0.348 0.532 0.243 0.337 0.318 0.476
FACES-E [4] 0.354 0.529 0.258 0.361 0.326 0.481
CD [24] - - - - - -
KAFCA [14] 0.402 0.597 0.319 0.428 0.378 0.549

IES-FCA 0.447
(N 11.19%)

0.634
(N 6.20%)

0.376
(N 17.87%)

0.457
(N 6.78%)

0.427
(N 12.96%)

0.584
(N 6.38%)

IES-FCA(α = 0.2) 0.447 0.635
(N 0.01%)

0.377
(N 0.01%)

0.459
(N 0.02%) 0.427 0.585

(N 0.01%)

MAP are improved when considering the weight of the878

uniqueness factor into Equation (6).

TABLE 5
F1-measure of the selected entity summarizers on ESBM v1.2.

Model DBpedia LinkedMDB ALL

k = 5 k = 10 k = 5 k = 10 k = 5 k = 10

RELIN [21] 0.242 0.455 0.203 0.258 0.231 0.399
DIVERSUM [22] 0.249 0.507 0.207 0.358 0.237 0.464
FACES [23] 0.270 0.428 0.169 0.263 0.241 0.381
FACES-E [4] 0.280 0.488 0.313 0.393 0.289 0.461
CD [24] 0.283 0.513 0.217 0.331 0.264 0.461
LinkSUM [25] 0.287 0.486 0.140 0.279 0.245 0.427
BAFREC [26] 0.335 0.503 0.360 0.402 0.342 0.474
MPSUM [27] 0.314 0.512 0.272 0.423 0.302 0.486
ESA [29] 0.310 0.525 0.320 0.403 0.312 0.491
KAFCA [14] 0.314 0.509 0.244 0.397 0.294 0.477

IES-FCA 0.357
(N 6.58%)

0.546
(N 4.00%) 0.319 0.434

(N 2.60%)
0.346
(N 1.17%)

0.514
(N 4.68%)

IES-FCA(α = 0.2) 0.357 0.547
(N 0.001%) 0.319 0.435

(N 0.001%) 0.346 0.515
(N 0.001%)

879

TABLE 6
NDCG of the selected entity summarizers on ESBM v1.2.

Model DBpedia LinkedMDB ALL

k = 5 k = 10 k = 5 k = 10 k = 5 k = 10

RELIN [21] 0.699 0.795 0.586 0.690 0.666 0.765
DIVERSUM [22] 0.646 0.757 0.589 0.714 0.630 0.745
FACES [23] 0.523 0.711 0.390 0.565 0.485 0.669
FACES-E [4] 0.735 0.836 0.674 0.765 0.718 0.816
CD [24] - - - - - -
LinkSUM [25] 0.505 0.699 0.371 0.574 0.467 0.663
BAFREC [26] 0.752 0.832 0.773 0.827 0.758 0.830
MPSUM [27] 0.745 0.831 0.694 0.787 0.730 0.819
ESA [29] 0.743 0.847 0.694 0.779 0.729 0.827
KAFCA [14] 0.737 0.851 0.640 0.754 0.709 0.823

IES-FCA 0.783
(N 4.12%)

0.875
(N 2.82%) 0.703 0.786 0.760

(N 0.26%)
0.850
(N 2.41%)

IES-FCA(α = 0.2) 0.782 0.875 0.703 0.787
(N 0.001%) 0.760 0.850

TABLE 7
The results of ablation tests on ESBM v1.0 and ESBM v1.2.

Model DataSet Metrics DBpedia LinkedMDB ALL

k = 5 k = 10 k = 5 k = 10 k = 5 k = 10

IES-FCAi

v1.0 F1 0.335 0.530 0.242 0.406 0.308 0.494
MAP 0.405 0.590 0.348 0.438 0.388 0.546

v1.2 F1 0.317 0.510 0.235 0.399 0.294 0.478
NDCG 0.741 0.841 0.676 0.763 0.722 0.819

IES-FCAr

v1.0 F1 0.169 0.563 0.133 0.282 0.158 0.324
MAP 0.259 0.638 0.230 0.335 0.245 0.393

v1.2 F1 0.171 0.342 0.135 0.282 0.161 0.325
NDCG 0.611 0.722 0.550 0.684 0.594 0.711

IES-FCAu

v1.0 F1 0.335 0.563 0.333 0.436 0.334 0.526
MAP 0.399 0.595 0.376 0.457 0.392 0.556

v1.2 F1 0.326 0.545 0.319 0.434 0.324 0.513
NDCG 0.736 0.839 0.703 0.786 0.726 0.824

TABLE 5 and 6 present the F1 −measure and NDCG880

results on ESBM v1.2 for the comparison approaches. An-881

other three latest approaches [26], [27], [29] are added into882

the comparison. Note that our proposed approach shows the 883

superiority over other approaches in the majority of settings. 884

Typically, compared with BAFREC, the F1 −measure and 885

NDCG improvement can be raised up to 6.58% and 4.12% 886

on the DBpedia dataset with the setting of k = 5, respec- 887

tively. On the LinkedMDB dataset, the difference between 888

IES-FCA and ESA is negligible with the setting of k = 5 889

on F1 − measure. In several settings, although IES-FCA 890

is inferior to BAFREC and MPSUM on the LinkedMDB 891

dataset, IES-FCA performs better than those approaches in 892

most settings. Moreover, IES-FCA performs better on the 893

DBpedia dataset than the LinkedMDB dataset. The reason 894

for this phenomenon is that the objects of RDF triples on the 895

LinkedMDB dataset are in the form of a specific number, 896

while the objects in DBpedia dataset are composed of sever- 897

al meaningful words. Namely, IES-FCA can distinguish the 898

relatedness among the objects of the RDF triples better on 899

the DBpedia dataset than that on the LinkedMDB dataset. 900

Similar with the results of weighting tests on ESBM v1.0, the 901

results of IES-FCA(α = 0.2) on ESBM v1.2 are the best when 902

α = 0.2 and better than IES-FCA in most settings. 903

TABLE 7 shows the results of ablation tests in terms of 904

F1−measure, MAP , and NDCG on both ESBM v1.0 and 905

ESBM v1.2. Clearly, it is concluded that the experimental 906

results that only consider uniqueness factor are better than 907

the results that only consider redundancy or importance 908

factor in Equation (6). Besides, the redundancy factor has 909

slight impact on the results of entity summarization, due to 910

many triples of the entity have no objects in common. For 911

instance, when the uniqueness factor is considered only, the 912

results of F1 − measure and MAP on ESBM v1.0 reach 913

to 0.526 and 0.556 respectively, which is higher than the 914

results with the consideration of redundancy or importance 915

factor. If the redundancy factor is considered only, the 916

F1 − measure value(0.325) and NDCG value(0.711) on 917

ESBM v1.2 are lower than the results that only one of other 918

two factors is taken into account. 919

Although, the effectiveness of entity summarization on 920

ESBM v1.2 in several settings shows unsatisfactory results, 921

overall, IES-FCA performs better entity summarization re- 922

sults than KAFCA and other approaches in most settings. 923

Note that, for all entities on ESBM v1.0 and ESBM v1.2, 924

IES-FCA shows the superiority over other approaches on 925

the F1−measure, MAP and NDCG. The weighting tests 926

illustrate that assigning higher weights to uniqueness factor 927

can facilitate the performance of entity summarization but 928

other factors are equally indispensable. The ablation study 929

verified the rationality and effectiveness of each factor in 930

Equation (6). The uniqueness factor has bigger influence 931

on the results of entity summarization than redundancy 932

and importance factors. In terms of the efficiency of entity 933

summarization, IES-FCA outperforms KAFCA on ESBM 934

v1.0 and ESBM v1.2. 935

6 CONCLUSIONS 936

This paper presents an efficient Incremental Entity Sum- 937

marization approach by utilizing FCA, named IES-FCA. 938

Through FCA, the underlying relationships between pred- 939

icates and objects in RDF descriptions of entity can be 940

discovered, which has been proved to be promising in entity 941
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summarization. Specifically, we have firstly formulated the942

problem of incremental entity summarization and applied943

an incremental algorithm of concept lattice construction to944

entity summarization with FCA. Moreover, we have verified945

the correctness of our proposed method mathematically. In946

terms of efficiency, the experimental results indicate that947

our approach performs better than KAFCA, a state-of-the-948

art method for entity summarization. Under the best con-949

ditions, the efficiency of incremental entity summarization950

can be increased up to 8.7% than KAFCA for all entities.951

Further, for the RDF descriptions of the entity that has952

the largest number of predicates, the efficiency improve-953

ment of entity summarization is up to 67%, compared to954

KAFCA. Also, IES-FCA can achieve better summarization955

results than KAFCA and other state-of-the-art approaches956

in terms of F1 − measure, MAP and NDCG. As for the957

future work, we are going to study further more complex958

situations of incremental entity summarization, such as the959

objects increment, predicates and objects increment simulta-960

neously. In addition, to improve the performance on entity961

summarization, we plan to investigate more fine-grained962

ranking algorithms via considering the hierarchy of FCA963

and various types of entities. Also, it would be interesting964

to summarize and re-rank triples by automatically deciding965

k and further optimize the results of entity summarization.966

Concretely, the k can be trained by using deep reinforce-967

ment learning with the comprehensive consideration of the968

importance, redundancy, and uniqueness on triples.969
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