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a b s t r a c t

Personalized Point-of-Interest (POI) Recommendation is very important for application platforms based
on Location Based Social Networks (LBSNs). It can assist users in making decisions to alleviate
the problem of information overload, and can also improve the user experience of these platforms
and advance platform operators achieve personalized and accurate advertising. However, there exist
some problems of data sparseness and cold start for a single user, and it is also difficult to mine
valuable long-tailed POIs, although the size of the check-in data is large. Therefore, in order to
address the above problems, we propose a personalized POI Recommendation approach based on
Hierarchical Attention Mechanism (HAM-POIRec) which can effectively increase data utilization. Firstly,
we define the concepts of explicit features and implicit features, which pave the ideas of selecting
data and computational models for POI recommendation based on machine learning. Secondly, we
propose a hierarchical attention mechanism with the structure of local-to-global, which extracts
contributions and mines more hidden information from individual features, combination features, and
overall features. Finally, we present the Natural Language Processing (NLP)-based ‘‘User-POI" matching
mechanism for the first time in the field of POI recommendation to improve the recommendation
accuracy by fine-tuning the POIs predicted by the recommendation system. Extensive experiments
are conducted for demonstrating that the HAM-POIRec method outperforms state-of-the-art DeepPIM
method and the other comparison methods (SAE-NAD, MGMPFM and LRT), especially in predicting
sequence POIs and solving cold start problem.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

With the rapid development of mobile devices and location
cquisition technologies, it has become more and more conve-
ient for people to obtain real-time location-based services [1–
]. In addition, the related platforms of Location Based Social
etworks (LBSNs) including Yelp,2 Foursquare,3 Dianping4 and
afengwo5 have also developed rapidly. On these platforms, the
sers share their locations and experiences in places they visit
such as tourist attractions, restaurants and shops, etc.), which
enerates a lot of check-in data [4,5]. These places, the users like
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and have visited, are named as Point-of-Interest (POI) [6,7]. A
large number of interactive data between users and POIs bring
potential data wealth to these mobile internet platforms based on
LBSNs, but it causes the problem of information overload [8]. POI
recommendation helps users to select their favorite POIs from the
overloaded information. That is to say, on the one hand, the POI
recommendation can understand the user’s personalized require-
ments to reduce the pressure of filtering information, and help
the users understand their surrounding environment to assist
them in making decisions. On the other hand, it can help platform
operators to implement intelligent advertising services, and can
improve the user experience of the platform while increasing its
advertising revenue [9].

POI recommendation faces more challenges than general rec-
ommendation (such as product recommendation and movie rec-
ommendation) [10]. Firstly, users’ preferences for POIs are af-
fected by geographic distance: Usually they visit a small number
of POIs near their home or school. Second, the users may visit
the same POIs (eg, workplace, breakfast shop, etc.) every day.
Third, users’ preferences depend on time series, for example, the
restaurants they visited in the early morning and late at night
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are different. Fourth, the users’ preferences are affected by social
relationships, for example, he is affected by the preferences of his
friends. Finally, data such as comments and descriptions of POIs
can also influence user’s preferences. As shown in Table 1, in or-
der to solve these challenges, POI recommendation has gradually
formed a social network-based POI recommendation method and
a POI recommendations based on check-in data context and topic
content.

In the social network-based POI recommendation, collabo-
rative filtering based on social relationships is a widely used
method. This method implements recommendations based on
the social relationships between two friends and the similarity
of check-ins [11]. It does not consider all users, so the calcula-
tion speed is faster, but it also results in lower accuracy [12].
Immediately after, there appeared the Probabilistic Matrix Factor-
ization with Social Regularization (PMFSR) for integrating social
influences to learn the user’s potential preferences or poten-
tial characteristics using a matrix factorization method [13,14].
However, none of these methods can handle large-scale data.
Fortunately, the methods based on deep neural networks can
solve this problem. For example, the self-attention autoencoders
put forward a multi-dimensional attention mechanism to im-
prove the accuracy of feature extraction by integrating geographic
location, so that the model can obtain more hidden features to
alleviate the problem of data sparsity [15]. However, this method
still has the problem of being unable to mine high-quality long-
tail POIs (that is, the cold start problem). Taking Foursquare and
Twitter as an example, only about 20% of friends have checked in
at the same POIs, which means that about 80% of friends do not
have any POIs in common [16].

The POI recommendations based on check-in data context and
topic content is the current mainstream method, which can alle-
viate the problem of sparse data and help the users to mine high-
quality long-tail POIs [12,17]. The core of this type of method is to
extract more latent features from unstructured information such
as rating, classification labels, and description text to describe
users and POIs, and build their associations based on these la-
tent features [18–20]. Previously, referring to the user-based and
item-based collaborative filtering on the use of ratings to com-
plete recommendations, researchers have used ranking-based ge-
ographic factorization machine to complement their potential
preferences based on geographic location and check-in context
data to recommend unvisited POIs for users [13], and use a
collaborative POI recommendation based on naive bayes to model
user check-in behavior using power law distribution to predict
user access probability to new POIs [21]. However, the above
methods usually model user preferences based on the weighted
average of the ratings or the inner product of latent factors. It
is the calculation of the inner product that limits the expressive
power of the POI recommendation, which makes the method
unable to process large-scale data [12,22,23]. As shown in Table 1,
researchers have attempted to extract more latent features from
structured and unstructured data by using basic Recurrent Neural
Network (RNN), and achieved good results, but with problems
such as gradient disappearance [24]. Hence, the researchers put
forward two solutions: one is to introduce attention mechanism
to extract more useful expression features from limited data [25,
26], the other is to add unstructured data to mine more valuable
potential features [18–20,25] [26]. However, these methods still
ignore the latent features of the combination features and overall
features (including the different contributions of these features
to the recommendation). In addition, no researchers has yet at-
tempted to extract the ‘‘User-POI’’ matching degree from text
similarity to improve recommendation performance.

For the sake of solve the above problems, extracting more

expression features from the sparse data of individual users to
complete accurate personalized POI recommendation, and mine
high-quality long-tail POIs for users, we propose a POI Recom-
mendation method based on Hierarchical Attention Mechanism
termed HAM-POIRec. First of all, in addition to the review text
shown in Table 1, we have also added other unstructured data
including POI description text and pictures, to further refine
the concept of explicit features extracted from structured fea-
tures and implicit features from unstructured data. Secondly, in
the input data of the neural network, there are differences in
the contribution of individual features, combination features and
overall features to the recommendation, and it contains a lot
of useful hidden information. Therefore, we propose a hierar-
chical attention mechanism of the local-to-global structure to
extract more hidden information for sparse data and improve
the utilization of high-quality information. Finally, we extract the
potential association of ‘‘User-POI’’ from user comment (text) and
POI description (text) through Natural Language Processing (NLP),
and use this association as weights to fine-tune predictors built
from the users and POIs features to improve recommendation
performance. Overall, the major contributions of this paper are
as follows:

• In order to analyze more representative features in complex
check-in data by POI recommendation methods based on
machine learning, we define the concept of explicit features
and implicit features. These concepts provide some ideas to
collect data and select computational models for machine
learning based methods.
• In order to obtain more effective information from sparse

data and to make use of high-contribution information as
much as possible, we propose hierarchical attention mech-
anism with the structure of ‘‘local–global’’. This mechanism
focuses on the contribution degree of individual features to
POI recommendation in a local way, and excavates the con-
tribution degree and hidden information of POI recommen-
dation from the combination features and overall features
as a whole.
• We first propose an NLP-based ‘‘User-POI’’ matching mech-

anism in the POI recommendation field. This mechanism
mines ‘‘User-POI’’ matching degree6 from the semantic simi-
larity of user comments and POI description. Then, we pro-
pose a fine-tuning function based on ‘‘User-POI’’ matching
degree, which used ‘‘User-POI’’ matching degree to fine-tune
the POIs predicted by the system to obtain more accurate
POIs.
• Considering the challenges of large-scale data operations,

heavy user relationships maintenance, and cold start of new
users, we constructed 3 data sets and several different eval-
uation scenarios to demonstrate the effectiveness of the
hierarchical attention mechanism, ‘‘User-POI’’ matching de-
gree, and the use of unstructured data. The experimental
results show that the recommended performance of HAM-
POIRec is optimal when compared with methods such as
DeepPIM, SAE-NAD, MGMPFM and LRT, especially in pre-
dicting sequence POIs and cold-start problems.

The organization of this paper is as follows: Section 2 briefly
reviews the literature on POI recommendation system. Section 3
describes the problem formulation. Section 4 describes the frame-
work and implementation details of the HAM-POIRec. Section 5
reports the results of experiments followed by the conclusions
and future work in Section 6.

6 Matching degree indicates the possibility that the user likes the POI.
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Table 1
Analysis of related work on POI recommendation.
Category POI recommendation Data Advantages Disadvantages

Social
network

Collaborative filtering based
on social network

Structured data:
social relationships

These algorithms is simple
and highly available;

(1) Low accuracy; (2) Inability to
process large-scale data; (3) Data
sparsity; (4) Cold-start problem
for new users and new POIs.

Matrix factorization based
on social regularization

Self-Attentive
Autoencodersa

Structured data: social
relationships, geographical
influence, temporal context

(1) Ability to handle
large-scale data; (2) Ability to
model the impact of social
relationships and sequential
pattern of user.

(1) Data sparsity; (2) New users
and new POIs cold-start problem.

Check-in data
context and
topic content

User-based and item-based
collaborative filtering

Structured data: rating data The algorithm is simple
and highly available;

(1) Low accuracy; (2) Inability
to process large-scale data;

Geographic factorization
machine

Structured data: geographical
influence, temporal context.

Collaborative filtering based
on Naive Bayes

Basic RNNa Structured data: geographic
distance, temporal context,
rating data, attributes of
user and POI. Unstructured
data: comments

(1) Mitigated the cold-start
problem; (2) Ability to
handle large-scale data; (3)
Automatically extract user
and POI features; (4) High
scalability.

Problems with gradient
disappearance, etc.

Attention-based RNNa These methods can further mine
more hidden features and improve
the accuracy of feature extraction.

aIndicates that the algorithm uses deep learning.
2. Related works

In the past few years, many researchers put forward the solu-
ion for recommending new locations to the users into practice,
hich has gradually evolved into the research field of POI rec-
mmendation [27]. The POI recommendation methods mainly
nclude two categories: One is a POI recommendation-based on
ocial network; the other is a recommendation method based
n check-in data context and topic content, which has recently
tarted to use the deep learning methods based on unstructured
ata.

.1. POI recommendation-based on social network

Traditional POI recommendations are based on social network
ethods. It mainly considers the common interests and the social

elationships among friends [28–31]. For example, Ma et al. [11]
ound that social relationships are very beneficial to the POI
ecommendation system. Ye et al. [32] and Cheng et al. [13]
roposed a POI recommendation method based on collaborative
iltering for User-POI matrix, POI location information and so-
ial networks between the users. These methods search for the
sers’ friends in social networks and recommend POIs that their
riends have visited, that is, friends will like the same POIs. Si
t al. [33] proposed a Collaborative Filtering (CF) method for the
ctive users and the inactive users, which takes into account
he user’s check-in attributes and time attributes. In addition,
atrix Factorization (MF) model is a flexible model containing
arious potential factors, which can be used for POI recommen-
ation. Lian et al. [14] proposed the Joint Geographical Modeling
nd Matrix Factorization (GeoMF) and Two-Dimensional Kernel
ensity Estimation (TDKDE), which alleviated the matrix spar-
ity problems existing in collaborative filtering. These methods
ursue simple structure and high availability, but the accuracy
s not high enough. The inner products that they rely on also
imit their inability to handle large-scale data. To this end, the
atest research applies a deep neural network based on attention
echanism, such as Chen Ma et al. [15] proposed a self-attentive
utoencoders based on attention mechanism. This model can
se social information for POI recommendation in a big data
nvironment, but it relies on social network information cannot
elp the users mine high-quality long-tail POIs.
2.2. POI recommendations based on check-in data context and topic
content

In recent years, researchers have begun to utilize the context
and content of the check-in data in POI recommendations. This
method mainly extracts latent features from auxiliary informa-
tion such as text, and constructed the association between the
users and POIs from the content matching of information. For
example, Li et al. [17] proposed a new matrix factorization with
geographical based on sorting that using geography and tem-
poral context to recommend POIs. Li et al. [34] introduced the
topic classification of POI into the computational model and pro-
posed a unified POI recommendation method, which has higher
recommendation performance than the model that uses the geo-
graphic information or social relationships alone. However, the
recommendation accuracy of these methods are not high, and
they cannot process massive data. Therefore, researchers have
recently started to introduce deep learning into the field of POI
recommendation. For example, Feng et al. [35] proposed a POI
embedding model (POI2Vec), which trains the check-in data in-
cluding geographic influences into the feature vector. The struc-
ture of the POI2Vec is similar to the word embedding in machine
learning, which promotes deep learning model to improve POI
recommendation performance by improving data utilization. For
the context of check-in data, Liu et al. [12] introduced the RNN
model, and Ma et al. [15] proposed a attention mechanism to
extend the RNN model, and their work greatly improved the POI
recommendation performance. In addition, Liu et al. [19] consid-
ered user text information to enrich the POI expression features
to improve recommendation accuracy. In order to improve the
recommendation performance of POI, Chang et al. [20] proposed
a neural network based on single-layer attention mechanism, and
used structured and unstructured data (text and image). These
methods alleviate the cold start problem in POI recommendations
to a certain extent.

On the whole, in the latest POI recommendations, researchers
not only introduce the deep learning method and attention mech-
anism, but also begin to consider the use of unstructured data,
which greatly promote the development of POI recommenda-
tion field. However, we observe that there is still a lot of room
for improvement in the POI recommendation field. For instance,
the ‘‘User-POI’’ relationships can be found from the similarity
between user text and POI text.
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3. Problem formulation

One of the most difficult challenges for mobile internet plat-
forms based on LBSNs is how to accurately predict the next POI.
As shown in Fig. 1, in the process of solving this challenge, the
researches are using social network methods that use information
such as relationship, time and distance have become common,
and the deep learning method based on text information has
emerged. Although this information contains many hidden fea-
tures that improve the accuracy of POIs prediction, we observe
that the similarity between user comments and POI descriptions
can widely describe the relationships between users and POIs.
Thus, the challenge from the accurate prediction of POI can be
refined into: How to extract more representative explicit features
and implicit features from structured data and unstructured data
respectively? How to analyze the ‘‘User-POI’’ matching degree
from the similarity between the users’ comments and the POI
description to improve the prediction accuracy?

To facilitate presentation, we formalize related definitions,
symbols, and questions as follows:

Definition 1. Each POI P consists of POI index l and POI descrip-
tion g, which is represented as a tuple P = {l, g}. Besides, u is
enoted as the user index and U represents the set of users, then
∈ U .

efinition 2. The check-in data is a record to show the users’
hecking-in the POI at time t. We denote the check-in data at time
as a tuple Ct = {p, u, r, l, g, m, w, h}, where p represents

he number of the check-in data, r denotes the comment of user
for POI l, and m, w and h represent the month, week and hour
f check-in data respectively.

roblem. We define features extracted from structured data as
xplicit features, denoted as Ce = {p, u, l, m, w, h}, and fea-
ures extracted from unstructured data as implicit features, ex-
ressed as Ci = {r, g}. So, the tuple Ct can be expressed in an-
ther form: Ct = {Ce, Ci}. The above problems can be formalized
s:
nput : Ce = {p, u, l, m, w, h} , Ci = {r, g}
utput : TopK

onstraints :

⎧⎪⎨⎪⎩
He ← Ce, Hi ← Ci
R = f (He, Hi)
S := arg max (Sim (r, g))
TopK ← g (R, S) .

(1)

Specifically, we first extract their explicit features He and
mplicit features Hi from structured data Ce and unstructured data
i, respectively, and use the prediction function f () to calculate
he POIs R that the users will visit; Secondly, Sim() calculates the
imilarity S of the user text r and the POI text g, and finally uses
he function g () to fine tune the predicted POIs R to obtain more
ccurate top k POIs, namely TopK.

. Proposed approach

In order to solve the problems as shown in Eq. (1), we pro-
ose a HAM-POIRec method based on the hierarchical attention
echanism. For the sake of obtaining more accurate auxiliary

nformation from structured data and unstructured data, this
ethod proposes a hierarchical attention mechanism to obtain
ore latent features, and use text similarity to strengthen and im-
rove the accuracy of recommendations. For example, for a user
ho often works overtime late at night, the model can analyze
he coffee taste he likes based on the his previous evaluation of

he coffee shop, and finally recommend a newly coffee shop that L
atches this taste to the user, although this newly coffee shop is
n a humble alley. As shown in Fig. 2, the overall framework of
he HAM-POIRec method mainly includes the following modules:

• Explicit feature extraction model: We propose a hierar-
chical attention mechanism based on Encoder–Decoder (as
shown in Section 4.2), which extracts display features from
structured data.
• Implicit feature extraction model: We propose an NLP-

based attention mechanism (as shown in Section 4.3) that
extracts implicit features from unstructured data.
• ‘‘User-POI’’ matching mechanism: We first propose the

‘‘User-POI’’ matching mechanism in the field of POI recom-
mendation (as shown in Section 4.4), which can mine the
‘‘User-POI’’ matching degree from text similarity.
• POIs predictor: The POIs predictor (as shown in Section 4.5)

uses the softmax function to predict POIs from explicit fea-
tures and implicit features, and then uses the ‘‘User-POI’’
matching degree to fine-tune the POIs to obtain the final
predicted result.

To better understand the HAM-POIRec method, we first intro-
uce the pre-knowledge (i.e., the LSTM-based ‘‘Encoder–Decoder’’
s shown in Section 4.1), and then introduce the above modules
n the order of execution.

.1. LSTM-based encoder–decoder

The POIs we visited are coherent in time and geography. For
xample, on weekdays, we first visit the breakfast shop, the
ubway station, and the office in turn, all of which are in the
ame geographical areas. In addition, the highlight of our model
s the analysis of texts such as descriptions and comments in the
heck-in data, which have the sequence characteristics of words
n these texts. Therefore, our model needs to build a function
hat it is able to capture the temporal characteristics of these
ata. In common neural network models, Autoencoders (AE),
estricted Boltzmann Machines (RMB), and Convolutional Neural
etworks (CNN) have the flaw that they cannot handle sequence
roblems [36,37]; Deep Belief Networks (DBN) can only capture
hort-term sequence features [38]; although RNN has better per-
ormance than DBN in extracting sequence features, it still cannot
rocess long-term sequence features. That is to say, none of these
asic models can extract long-term sequence features (i.e. con-
extual semantics) from text data. Fortunately, Long Short-Term
emory (LSTM) and Gated Recurrent Unit (GRU) models (i.e. two
ariants of RNN) can overcome the problem of excessive infor-
ation transmission interval in RNN, so as to capture long-term
equence features [39]. Hence, we choose LSTM and GRU as the
alculation unit of Encoder–Decoder structure.
The POIs sequence length of each user is different, and the text

ength is also different. That said, in addition to dealing with se-
uence prediction problems, we also face a bigger challenge: the
nput sequence and the output sequence have different lengths.
herefore, we build an LSTM-based Encoder–Decoder framework
o address this challenge [40]. The framework uses an end-to-
nd computing model. Its operation is that the encoder maps the
nput sequence data to a fixed-length intermediate state vector,
nd then the decoder maps the intermediate state vector to
xpression characteristics of the users and POIs.
We first use the encoder to encode the input sequence into

ixed-length feature vectors, which are expressed as follows:

˜t = tanh (Wcxt + Ucht−1 + bc) (2)

here c̃t denotes the candidate state obtained by the nonlinear
unction, ht−1 represents the external state obtained after the

STM model outputs information to the hidden layer at time
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Fig. 1. Application scenario of POI recommendation.
Fig. 2. The architecture of the proposed approach.
(t − 1), xt denotes the training data. Wc , Uc , and bc represent
the learnable network parameters, and tanh [18] is an activation
function that increases the nonlinearity of the neural network.

The LSTM model introduces a gate mechanism to control the
path of information transfer. As shown in Eqs. (3) and (4), the
three gates of the LSTM model are represented as input gate it ,
forgetting gate ft , and output gate ot , respectively. Assuming that
cdt represents a new internal state generated by the LSTM model
at time t, then the internal state cdt is calculated by forgetting gate
ft and input gate it as:

cdt = ft ⊙ ct−1 + it ⊙ c̃t (3)

where the cdt specializes in linear circular information transmis-
sion, and ⊙ is expressed as the product of vector elements.

Assuming that he
t represents the external state obtained after

the LSTM model outputs information to the hidden layer at time
t, then the internal state cdt is calculated together with input gate
it to get external state he

t as:

he
t = ot ⊙ tanh

(
cet
)

(4)

where the external state he
t is used as the input state of the time

(t + 1) to form a recurrent neural network.
Second, a decoder is utilized to decode the fixed-length feature

vector into a prediction sequence, which is expressed as follows:

P
(
yt
⏐⏐{y1, y2, . . . , yt−1} , he

t

)
= g

(
yt−1, cdt , he

t

)
(5)

where g () is the output function of the decoder (the commonly
used function is softmax [41]), yt represents the probability of the
target vector output by g () function, and P () is the probability
function.
4.2. Explicit feature extraction model

Obviously, structured attributes (i.e. features) can directly in-
fluence the recommend effect, and the influence is multi-level.
Firstly, the individual features of users and items not only have
a direct impact on recommend effect, but also have different
contributions to recommendation. For example, in a scenario
where a user selects a food store, features (such as time, location,
taste, etc.) all affect the user’s decision-making on the food store,
and it is easy to see that the location is more important than other
features. Secondly, between features (i.e. combination features)
will also affect the recommend effect, so much so that the wrong
combination will cause the recommend effect to deteriorate. That
is to say, users who do not like to get up early will abandon the
food store that only provides breakfast (that is, only consider-
ing individual features will lead to inaccurate recommendation
results). In this case, if the time feature is ignored, and the com-
bination of location and taste is selected by mistake, the system
will not be able to recommend a suitable food store. Finally,
from the overall point of view, we take into account the different
weights of the overall features and combination features, so as to
adjust the recommended prediction results. In other words, con-
sidering the overall effect of features(such as time, place, taste,
etc.), increasing the weight of effective combination features and
reducing the weight of invalid combination features, these ways
enable the system to recommend a comprehensive favorite food
store for users.

As a whole, we found that the multi-level impact of structured
attributes on recommendations includes the influence of individ-
ual features, combination features and overall features. Therefore,
as shown in the green part of Fig. 2, on the basis of LSTM-
based ‘‘Encoder–decoder’’, we propose a hierarchical attention
mechanism of ‘‘local–global’’ structure, forming a new explicit
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feature extraction model. The model can analyze the vectorized
structural attributes, mine the auxiliary information contained in
the individual features, combination features and overall features
of the user (or item), and mine the different contributions of
these auxiliary information to the recommendation to improve
the accuracy recommended.

Local attention mechanism: In different scenarios, not all fea-
tures can represent the user’s willingness to visit a POI. Thus, we
propose a local attention mechanism to find important features
from the historical structured features, so that the HAM-POIRec
method can improve the utilization of important features. This
mechanism calculates the contribution degree (i.e. attention dis-
tribution) of user’s each feature to the prediction POI at time t
by weighted aggregation calculation. Assuming that xi:t is the ith
feature at time t, the xt is then defined as follows:

xt = (x1:t , x2:t , . . . , xi:t) . (6)

Firstly, we input the additive model [42] with the feature
vectors xi:t at the time t, the internal state cdt−1 and the external
state he

t−1 of the encoder at the time t − 1, and then obtain the
attention score ali:t . The specific process can be shown as follows:

l
i:t = V T

i tanh
(
Wi(he

t−1 ⊕ cet−1)+ Uixi:t + bi
)

(7)

where Vi, bi, Wi and Ui represent the network parameters that
can be learned, and T denotes the inversion of a matrix.

Secondly, we use the softmax function to regularize attention
score ali:t to the attention weights αl

t (also known as the attention
distribution) as:

αl
t =

exp
(
ali:t
)∑k

i=0 exp
(
ali:t
) , 1 ≤ i ≤ k (8)

where the feature number k denotes the dimension of xt .
At last, we use αl

t and xi:t to calculate the local feature vector
with attention weights by using the following equation:

xlt =
k∑

i=1

αl
i:t · xi:t . (9)

Global attention mechanism: In the user’s historical expe-
rience, there are differences in their experience of visiting POI
every time, and even some POI visiting experience may be un-
pleasant. Besides, in each visiting experience, the contributions
of different combinations of features to the recommended pre-
diction are not the same. Therefore, by using weighted aggregate
computing, we propose a global attention mechanism to extract
the contribution degree (i.e. attention distribution α

g
t ) of global

features (including combination features) to the prediction POIs
at time t. Similarly the operation of the local attention mecha-
nism, we first use the additive model to construct the following
attention scoring function, as:

agt = V T
j tanh

(
Wj(he

t−1 ⊕ cet−1)+ Ujxlt + bj
)

(10)

where Vj, bj, Wj, and Uj denote the network parameters that the
model can learn, agt is expressed as a attention score, and we use
CNN to reduce and merge xt to obtain the input data xlt of the
global attention mechanism.

Secondly, we use the softmax function to obtain the attention
distribution α

g
t . The specific process can be shown as follows:

α
g
t =

exp
(
agt
)∑T

t=1 exp
(
agt
) , 1 ≤ t ≤ T (11)

where T denotes the maximum number of POIs accessed by the
users.
 t
Finally, we utilize α
g
t and xlt to obtain the global feature vector

xgt with attention weights by using the following equation:

xgt =
T∑

j=1

α
g
t · x

l
t . (12)

As shown in the blue part of Fig. 2, in order to balance the
rediction accuracy and the computation speed, we only employ
he global attention mechanism in the decoder. The output data of
he encoder is the input data to the decoder, so the input data to
he decoder is expressed as xgt . Also, assume that the internal and
xternal states of the decoder are c∗t and h∗t , respectively. Then we
ubstitute xgt , c∗t and h∗t into Eqs. (10)–(12) to obtain the explicit
eature vector ve

t of the unstructured data with attention weight.

.3. Implicit feature extraction model

At present, the check-in data of the application platform based
n LBSNs also contains abundant user comments and POI de-
criptions. These texts contain not only the words associated with
he users’ portraits and the POI portrait, but also the context in
he checks-in data. In addition, words in user comments have a
ixed order, and changes in word order can lead to changes in
entence meaning. Thus, we need to capture the hidden features
f the check-in data chronologically. Based on the ‘‘Encoder–
ecoder’’ structure which similar to Eqs. (3) and (4), we use a
RU-based Encoder–Decoder model [43]. We can easily obtain
he state expression vector hi

t of GRU cell shown in the dotted box
t the green part of Fig. 2, which is the hidden state of encoder
utput data and the hidden state of decoder input data.
As shown in the orange part of Fig. 2, for the sake of calculating

he importance of each word to user features or POI features, we
ropose an attention mechanism for NLP. The mechanism firstly
ses the fully connected layer to extract the hidden feature ait
rom the context of the user features or POI features (as shown
n Eq. (13)), and then uses the softmax function to calculate the
ttention weight αi

t (as shown in Eqs. (14) and (15)), and finally
onverts the input user comments and POI descriptions into text
eature vectors vu

t with attention weights, as follows:
i
t = tanh

(
Whi

t + b
)

(13)

˜
i
t = W ∗ait + b∗ (14)

i
t =

exp
(
ãit
)∑T

t=0 exp
(
ãit
) , 1 ≤ t ≤ T (15)

u
t =

T∑
t=1

αi
t · h

i
t (16)

here W, b, W ∗, and b∗ denote the network parameters that can
e learned by the model, and T denotes the maximum length of
he text.

In this paper, the attention weights of the user text and the
OI text are calculated in the same way. Hence, the expression
eature vector v

p
t of the POI text with the attention weights is

btained in the same way.

.4. User and POI matching mechanism

Both structured and unstructured data have been considered
n the latest POIs recommendation process, which has improved
ata utilization and improved POI prediction to some extent [19].
ut they only considered extracting features from a single data
tem, ignore the associations between the data. We observe that
he textual similarities between user comments and POI descrip-

ions in unstructured data implies the degree to which they like
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each other. For example, if a user comment has an evaluation
of ‘‘coffee’’, then he may be interested in a POI containing a
description of the ‘‘coffee’’.

Therefore, as shown in the red part of Fig. 2, we first propose a
mechanism to calculate the ‘‘User-POI’’ matching degree by using
text similarities, which consists of two modules: word weight
calculation and text similarity calculation, respectively. Firstly, we
use the TF-IDF [44] algorithm to calculate the weight W

(
r ti , g

n
)

of the ith word r ti of the user comment r t at time t in the nth POI
description gn. The process can be expressed as follows:

W
(
r ti , g

n)
=

TF
(
r ti , gn

)
DF
(
r ti ,
(
g1, g2, . . . , gn, . . . , gN

)) (17)

where (g1, g2, . . . , gn, . . . , gN ) denotes the POI description sets,
and N denotes the number of POIs. We express the Term Fre-
quency (TF) function as TF (), which is used to count the number
of words of the user comment r t in the POI description gn. The
Inverse Document Frequency (IDF) function is denoted as DF (),
which is used to count the number of words of the user comment
r t in all POI descriptions.

Second, we take the first q representative keywords of r t
and gn, denoted as r tq and gn

q , respectively. We use the cosine
imilarity function to operate on r tq and gn

q to obtain the similarity
etween r t and gn. The process can be shown as follows:

im
(
r t , gn)

=

∑n
q=1 r

t
qg

n
q√∑n

q=1

(
r tq
)2√∑n

q=1

(
gn
q

)2 . (18)

After the operations of Eqs. (17) and (18), we obtain the simi-
arities between the tth comment r t of the user u and the nth POI
escription gn. On this basis, after traversing all the comments of
ser u and the similarity operations of all POI descriptions, we
btain the similarity set Su of user u for all POIs.

.5. POIs predictor

We combine the explicit features ve
t and implicit features (user

ext features vu
t and POI text features v

p
t ) into the overall features

ector v as:

= ve
t ⊕ vu

t ⊕ v
p
t . (19)

Then, we enter the overall features vector v into the ReLU
nit [45] of fully connected layer to get the weighted feature
ector v′, shown as follows:
′
= ReLU

(
vW ′ + b′

)
(20)

here W ′ and b′ denote the network parameters of the fully
onnected layer. We use the softmax function to normalize the
ector v′ for obtaining the POIs probability distribution y′i as:
′

i = tanh
(
v′W ′′ + b′′

)
, i = 1, 2, . . . , N (21)

here W ′′ and b′′ denote the network parameters that the model
an learn, and N is the maximum length of POIs. After sorting y′i ,
e get the best POIs recommendation list.
Further, we need to utilize similarity set Su of user u for all POIs

s the influence weight to fine-tune y′i . That is, we use a nonlinear
ethod to map Su to a suitable threshold W s as:
s
= tanh

(
SuW o

+ bo
)
. (22)

Then, we use the thresholdW s to fine tune y′i with the addition
o obtain the predicted POI probability distribution ⌢y, which can
e shown as follows:

y = y′ +W s, y′ =
[
y′ , . . . , y′ , . . . , y′

]
. (23)
1 i N
able 2
he statistics of the experimental data sets.
Data sets Filter criteria Data description

Nt Nc Np Nu Cu Cp Cc

yelp-b 100–1200 20 80 2 3957 37684 630960
yelp-c 100–1200 100 4 3 14983 8452 17270
yelp-h 100–1200 40 50 40 4195 2617 185061

In the end, we sort the predicted POIs probability distribution
⌢y, so the first k POIs are the best k POIs predicted by the system
for user u at the time t.

In addition, we use Cross Entropy (CE) [20] as loss function to
rain our model, as shown below:

oss = −
∑

i

yi log ⌢yi (24)

here the predicted POIs is expressed as ŷi and yi denotes the
POI probability distribution. We gradually optimize our model
according to the loss function in the training phase.

5. Evaluation

5.1. Experimental settings

5.1.1. Datasets
We utilize the Yelp Dataset Challenge Round 137 of the world’s

largest review site. For the sake of verifying the comprehensive
performance of the algorithm, as shown in Table 2, we construct
a large-scale data set yelp-b, a cold-start user data set yelp-c, and
a heavy user data set yelp-h (the heavy user refers to the old users
who reuse a product or service) according to different screening
conditions. Among them, Nt represents the length of the string,
Nc is the maximum number of check-in data for a single user,
and the maximum number of the users visiting a single POI is Np,
the maximum number of POIs visited by a single user is Nu; the
number of all users in the dataset is Cu, and the number of all POIs
in the dataset is Cp, and Cc represents the total number of check-
in data in the dataset. Besides, in this paper, POI description uses
business categories, and our training dataset, validation dataset,
and test dataset ratio is 8:1:1.

5.1.2. Compared methods
To fully validate the recommended performance of our pro-

posed approach, we select two traditional POI recommendation
methods (LRT and MGMPFM) and two new machine learning-
based POI recommendation methods (SAE-NAD and DeepPIM).
Among them, in the machine learning-based recommendation
method, SAE-NAD utilizes structured data, and DeepPIM employs
structured data and unstructured data.

Location recommendation framework with Temporal ef-
fects (LRT) [46] is a location recommendation framework based
on matrix decomposition model. It can analyze the user’s time
characteristics from the LBSN dataset, that is, it uses the strong
correlation between the check-in time and the check-in location
to improve the recommendation performance.

POI recommendation based on Multi-center Gaussian
Model and Poisson Factor Model (MGMPFM) [13] is a POI
recommendation model based on Poisson Factor Model (PFM),
which integrates the geographic influence and social informa-
tion captured by Multi-center Gaussian Model (MGM), and its
recommendation performance is significantly higher than the
traditional Matrix Factorization (MF) Model.

7 https://www.yelp.com/dataset.

https://www.yelp.com/dataset
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Table 3
The statistics of the data items used in each compared methods.
Model Structured data Unstructured data

LRT u, l, t, poi category, longitude,
latitude, social relations (i.e. tuple
{ui, uj}), number of u visits to l

-MGMPFM
SAE-NAD

DeepPIM
Ce = {p, u, l, m, w, h}

r
DeepPIM-P r, g
DeepPIM-P-V r, g, visual feature

HAM-POIRec Ce = {p, u, l, m, w, h} r, g
HAM-POIRec-V r, g, visual feature

POI recommendation based on exploiting Self-attentive Au-
oEncoders with Neighbor-Aware Influence (SAE-NAD) [15] is
POI recommendation method, which consists of a Self-Attentive
ncoder (SAE), a Neighbor-Aware Decoder (NAD) and a multi-
imensional attention mechanism. This method uses multidi-
ensional attention to consider geographic context information

o improve the performance of POI recommendations.
Deep neural Point-of-interest Imputation Model (DeepPIM)

20] is a POI recommendation based on machine learning. This
ethod is implemented by using the Encoder–Decoder model
ased on the attention mechanism, which considers both struc-
ured and unstructured data (i.e. image and text information).

Our proposed HAM-POIRec is a POI recommendation method
based on machine learning. The method proposes a hierarchical
attention mechanism and a ‘‘User-POI’’ matching mechanism, and
utilizes structured and unstructured data in the training process.

In the above comparison methods, the LRT, MGMPFM, and
SAE-NAD rely on social network information to study POI rec-
ommendation. Besides, the DeepPIM and HAM-POIRec investigate
POI recommendations based on check-in data context and topic
content. The implementation principles of these two methods are
different, which result in different data used by their training
models. As shown in Table 3, the social network-based POI rec-
ommendation method mainly uses social network information
(such as the relationships between all users who have visited
a POI), and the topic and content-based POI recommendation
mainly uses content and topic information (such as text and
image). Among them, we use the VGG168 neural network to
extract the ‘‘visual features’’ from the pictures of POI. ui and uj
epresent the ith user and the jth user, respectively.

.1.3. Evaluation metrics
We found that in practical application scenarios, users visit the

avorite POIs in a temporal manner. Therefore, we choose Mean
eciprocal Rank (MRR), Mean Average Precision (MAP@K) and
ntersection over Union (IoU@K) [47] as our evaluation indicators.
ok-K is the first K POIs recommended by the system for a user.
MRR is an international common mechanism for evaluating

earch algorithms. The MRR can evaluate the performance of POI
ecommendation algorithm in time series prediction, which can
e expressed as:

RR =
1
|Dtest |

|Dtest |∑
i=1

1
ranki

(25)

where ranki is the rank of the first correct answer for the ith POI,
Dtest is the test set, and |Dtest | is the number of data sets.

MAP is a comprehensive recommendation evaluation index
that focuses on sequence weights. The Top-K of MAP can be
expressed as:

MAP@K =
M∑

u=1

(
1
K

K∑
i=1

tpu
tpu + f pu

)
(26)

8 https://github.com/machrisaa/tensorflow-vgg.
where M is the number of all users, i is the first i POIs of user u,
the number of POIs visited by the user u is represented as tpu, and
the number of POIs that the user u has not visited is expressed as
f pu.

IoU is a comprehensive indicator for visually evaluating the
performance of POI recommendation. IoU@K can be expressed as:

IoU@K =
tpu

tpu + f pu + tnu
(27)

where the number of POIs visited by user u is expressed as tpu,
the number of POIs not visited by user u is expressed as f pu, and
tnu is the number of POIs visited by user u but not within the
range of Top-K.

5.1.4. Parameter optimization
For the LRT and MGMPFM in the traditional POI recommenda-

tion method, we have found through many experiments that the
parameters of the Ref. [48] have reached the best. Namely, the
hyperparameters of LRT are K = 100, λ = 1.0, β = 2.0, α = 2,
T = 24; the hyperparameters of MGMPFM consists of two parts:
PFM and MGM, in which the hyperparameters of PFM is K = 30,
α = 20.0, β = 0.2 and the hyperparameters of MGM is α = 0.2,
θ = 0.02, d = 15.

We provide the optimal hyperparameter settings for each
comparison method. As shown in Fig. 3, we take several im-
portant hyperparameters as examples: Dropout Rate [49] is the
retention rate of neuron in the training process, which is used
to reduce the over-fitting problem of neural network. Its value
depends on the number of neurons. Specifically, if the number
of neurons is large, the value is initialized to 0.8, otherwise it is
initialized to 0.5, and then the optimal value is searched in the
range of 0.05 or 0.1. The experimental results show that when
the dropout rate of the SAE-NAD is 0.2, and the dropout rate of
DeepPIM and HAM-POIRec methods is 0.6, their MAP values are
best. Learning Rate is a hyperparameter that guides us how to
adjust the weight of the network through the gradient of the
loss function. Its value is based on 5–10 training iterations, the
exploration range is 0.1− 10−8, and the range of each exploration
is expanded or contracted by 10 times. When the learning rate of
all methods is 0.01, the MAP value is best. Regularization param-
eter (L2) is a regularization parameter for the balance between
data fitting and preventing overfitting. Its value starts with a very
small value, and is explored with a 5–10 times zoom. After getting
a suitable magnitude, it is adjusted with a very small value (such
as 0.01). The DeepPIM and HAM-POIRec methods are best when
the value of the regularization parameter (L2) is 0.0001. At the
same time, the number of ReLU units is explored in units of 100.
When the number of ReLU units is 500, the MAP value is best.
Furthermore, for machine learning-based methods such as SAE-
NAD, DeepPIM, and HAM-POIRec, the loss function tends to be
stable at 40 (i.e. epoch = 40) training iterations.

5.2. Performance evaluation under different data sets and computa-
tional components

The basic DBN consists of multiple layers of RBM [50], which
can only process one-dimensional data and is difficult to cap-
ture spatial correlation features, while CNN can process high-
dimensional data to capture spatial correlation features [38]. Fur-
thermore, it can be known from Ref. [51] that CNN can effectively
solve the gradient dispersion problem compared with RBM, DBN,
and AE, which has fewer parameters, better convergence per-
formance, and extract richer expression features. Therefore, we
use CNN-based Encoder–Decoder as a comparative experiment.
As shown in Fig. 4, in the basic architecture of the HAM-Rec
approach, the values of various indicators of the LSTM-based

https://github.com/machrisaa/tensorflow-vgg
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Fig. 4. Performance comparison of different Encoder–Decoder architectures.

ncoder–Decoder framework are significantly better than the
NN-based Encoder–Decoder. Experiments show that it is correct
o use LSTM as the unit of Encoder–Decoder, which can cap-
ure temporal characteristics, and can improve the recommended
recision of POI.
For purpose of analyzing the impact of each data item in

he unstructured data on the recommended effect, and the ad-
antage of each computing component to the recommendation,
e design an experiment to show the improvement of recom-
endation performance of unstructured data and various com-
utational models by gradually adding unstructured data and
omputational models. Among them, the added unstructured data
re user comments and POI descriptions, and the computational
odels include LSTM-based Encoder–Decoder, hierarchical atten-

ion mechanism, and ‘‘User-POI’’ matching mechanism. As shown
n Table 4, after adding the LSTM-based Encoder–Decoder and
ttention mechanism respectively, the MRR value is gradually
 p
Table 4
Performance comparison of our model under different conditions on yelp-h data
set. E, U, P, and S denote the explicit feature, user text, POI text, and similarities
between the users and POIs respectively. −n denotes data are not computed by
neural network. −a means no attention mechanism is used.
Model MRR MAP@5 MAP@10 IoU@5 IoU@10

E−n−a + U 0.1279 0.1835 0.0918 0.0062 0.0101
E−a + U 0.207 0.2287 0.1143 0.0078 0.0118
E + U 0.2886 0.2375 0.222 0.01 0.0144
E + U + P 0.941 0.2677 0.1339 0.0158 0.0168

E + U + P + S 0.9424** 0.2691** 0.1346* 0.0159* 0.0169*

*Denote the statistical significance for p < 0.05, compared to the best baseline.
**Denote the statistical significance for p < 0.01, compared to the best baseline.

ncreased. The recommended performance is significantly im-
roved after the POI description is increased, and the MRR value
s increased from 0.2886 to 0.941. The performance improve-
ent of adding POI description is much greater than adding
ser comments. It also shows that the text written by the store
r professional accurately describes the characteristics of POI,
hile the user’s comments are casual, and may even contain
ther interference information unrelated to interest. That means
hat the more accurate the collected text information, the better
he recommended performance of the model. In the end, after
ine-tuning the POIs with the ‘‘User-POI’’ matching degree, the
ecommended performance is the best, that is, the MRR value
s 0.9424. Therefore, it is verified that the ‘‘Encoder–Decoder’’
odel based on attention mechanism is the most stable measure

o improve the recommendation accuracy. At the same time, it
lso shows that our ideas of adding unstructured data and using
‘User-POI’’ matching degree extracted from text similarity to
ine-tune POIs are very effective ways to improve the prediction
erformance.
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Table 5
Performance comparison results of various methods on big data set.
Model MAP@5 MAP@10 MAP@20 IoU@5 IoU@10 IoU@20

LRT 0.0184 0.0096 0.006 0.0035 0.0048 0.0062
MGMPFM 0.0053 0.0027 0.0017 0.00072 0.0012 0.0018
SAE-NAD 0.0319 0.0344 0.0387 0.0218 0.0223 0.0208
DeepPIM 0.1004 0.0515 0.0292 0.0134 0.0163 0.0184
DeepPIM-P 0.2184 0.1172 0.0761 0.045 0.0371 0.029

HAM-POIRec 0.2256** 0.1209** 0.0786** 0.046** 0.0376* 0.0294*

*Denote the statistical significance for p < 0.05, compared to the best baseline.
**Denote the statistical significance for p < 0.01, compared to the best baseline.

5.3. Comparison of various methods in different environments

The POI recommendation system is facing three of the most
important challenges: large-scale data operations, relationship
maintenance for older users (i.e. heavy users), and cold start
issues for new users. Hence, we design the following three com-
parative experiments:

5.3.1. Evaluation on the large-scale dataset
Table 5 shows the experimental results of all POI recom-

mendation methods in a large-scale data environment. It shows
that the recommended performance of the machine learning
based methods (HAM-POIRec, DeepPIM and SAE-NAD) is signif-
icantly better than those of traditional recommended methods
(MGMPFM and LRT methods). The most likely reason is that the
model fitted by large-scale data is more expressive. Furthermore,
the recommended performance of the recommended methods
based on data of unstructured and structured (HAM-POIRec and
DeepPIM methods) is significantly better than the recommen-
dation based only on structured data (SAE-NAD, MGMPFM, and
LRT). Especially under the same single-layer attention mech-
anism, the recommendation effect of the DeepPIM is signifi-
cantly higher than that of the SAE-NAD, which indicates that
unstructured data is helpful enough to improve POI recommen-
dation performance. It also proves that our HAM-POIRec method
is very meaningful for improving the utilization rate of unstruc-
tured data. Although both HAM-POIRec and DeepPIM methods
use attention-based neural networks to process unstructured data
and structured data, HAM-POIRec achieves best recommendation
performance because it uses hierarchical attention mechanism
and ‘‘User-POI’’ matching to fine-tune POIs.

5.3.2. Evaluation on relationship maintenance for heavy users
As shown in Table 6, in a heavy user environment, the IoU

values that focus on recommendation accuracy without regard to
the POIs visit sequence show that the SAE-NAD is slightly better
than the HAM-POIRec and DeepPIM, and the MAP values which
focus on the POIs visit sequence show that the recommended
effect of the HAM-POIRec is slightly better than the SAE-NAD
and the DeepPIM. This indicates that multi-dimensional attention
mechanism can predict more POIs with rich structured data, but if
we want to predict more accurate POIs visit sequences, we need
to consider obtaining more auxiliary information from unstruc-
tured data. In other words, in addition to unilaterally increasing
the utilization rate of unstructured data, how to propose an
effective comprehensive algorithm to mine more useful auxiliary
information from unstructured data is the correct research idea.

5.3.3. Evaluation on cold start issues
Fig. 5 is measurement of the POI recommendation perfor-

mance for a cold start of a new user. Obviously, in the case of
highly sparse data, the performance of the POI recommendation
method based on structured data is significantly degraded, and
Table 6
Performance comparison results of various methods for Heavy User on yelp-h
data set.
Model MAP@5 MAP@10 MAP@20 IoU@5 IoU@10 IoU@20

LRT 0.0659 0.0329 0.0165 0.0023 0.0045 0.0071
MGMPFM 0.0247 0.0124 0.0062 0.0016 0.0025 0.0032
SAE-NAD 0.0671 0.0457 0.0438 0.0341** 0.046** 0.0548**
DeepPIM 0.1877 0.0938 0.0469 0.0060 0.0098 0.0149
DeepPIM-P 0.1912 0.0956 0.0478 0.0061 0.0099 0.0151

HAM-POIRec 0.2699* 0.1349* 0.0673* 0.0159 0.0169 0.018

*Denote the statistical significance for p < 0.05, compared to the best baseline.
**Denote the statistical significance for p < 0.01, compared to the best baseline.

he data level is lower than 0.001, which tends to fail. How-
ever, the recommended effects of the HAM-POIRec and DeepPIM
methods are within acceptable limits, indicating that unstruc-
tured data is very helpful for POI recommendations in cold-start
environments. In this environment, HAM-POIRec’s recommended
performance is significantly better than other methods, in which
HAM-POIRec’s MAP@5 value has been increased from 0.0004 of
DeepPIM-P’s MAP@5 value to 0.007. This shows that the hier-
archical attention mechanism considers the single feature, the
combination features and the overall features to improve the
utilization of structured data, and it also shows that extracting
‘‘User-POI’’ matching degree from text can indeed mine more
implicit information of unstructured data. That is to say, the
hierarchical attention mechanism and the ‘‘User-POI’’ matching
degree can alleviate the problem of data sparsity to some extent.

5.4. Experimental results on the effects of visual features on our
models

The DeepPIM-P-V method not only uses text data (i.e. user
text and POI text) but also image data. Therefore, as shown in
Fig. 6, we add image data to the HAM-POIRec method to form the
HAM-POIRec-V method. The experimental results show that the
IoU@5 value of the HAM-POIRec-V method is 1.3% higher than the
HAM-POIRec method. It explains that image features can directly
improve the accuracy of the recommendation, although we only
use the method of feature merging to add image features. Under
the same data conditions, the IoU@5 value of the HAM-POIRec-
V method is 3% higher than that of the DeepPIM-P-V method,
indicating that the hierarchical attention and ‘‘Uer-POI’’ matching
mechanism proposed in the HAM-POIRec method is effective.
In addition, it also shows that unstructured data does contain
hidden features that promote recommendation performance.

5.5. Performance evaluation under different text lengths

In order to verify the influence of the users and POIs text
length on ‘‘User-POI’’ matching degree, we design a comparison
experiment under different text length conditions. In the exper-
iment, taking into account the elimination of adverse effects of
other factors, we divided the data set into four groups according
to different string lengths (50–300, 300–550, 550–900 and 900–
1600) under the conditions of Nt = 20, Np = 10 and Nu = 20.
That is, the size of each group of data is about 70,000 (the sizes of
the four data sets are 70393, 69868, 71702 and 76605, respec-
tively). As shown in Fig. 7, the MRR and MAP@10 values of the
long text are both higher than the those values of the short text.
This shows that the length of the text is longer, the information is
richer, and the ‘‘User-POI’’ matching degree is higher; Therefore,
in the recommended practical application scenarios, we should
collect long text training data as much as possible.
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Fig. 5. The experimental results for cold start users on yelp-c data set.
Fig. 6. Experimental results on the effects of visual features on our models.
Fig. 7. Experimental results under different text lengths.
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. Conclusions

In this paper, we propose a personalized POI recommenda-
ion based on the hierarchical attention mechanism. Firstly, the
pproach integrates structured and unstructured data from Yelp,
nd on this basis we refined the concepts of explicit features
nd implicit features to guide the model to design different com-
uting components based on different data. Then, we propose a
ierarchical attention mechanism that extracts contributions and
ore hidden information from individual features, combination

eatures, and overall features. Finally, we propose a method to
xtract ‘‘User-POI’’ matching degree from text similarity for the
irst time to optimize POI recommendation. Experimental results
how that our proposed approach is superior to other methods
n large-scale data sets, cold-start data sets, and heavy user data
ets, especially in the cold-start environment. Besides, with the
ddition of image features, our proposed approach is 5% higher
han the state-of-the-art DeepPIM. In other words, our proposed
pproach is better able to handle large-scale data and mitigate
old-start problems, and better excavate high-quality long-tail
OIs that users like. It also shows that using hierarchical attention
mechanism and extracting more hidden information from text
similarity are effective ways to improve the data utilization of
sparse data.

The text similarity calculation model used in our proposed
HAM-POIRec approach is a rule-based non-machine learning
method, which still has much room for improvement in accuracy
and operation speed. Therefore we are interested in proposing an
unsupervised model based on deep learning to solve the text sim-
ilar in the future. Furthermore, for the purpose of increasing the
resolution of processing sequence problems, we expand neural
networks (i.e. RBM, DBN, and CNN) with high computation speeds
to replace slower LSTMs (or GRUs), that also is an effective way
to increase the computing speed of POI recommendations.
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