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Fairness-Aware Maximal Cliques Identification
in Attributed Social Networks With
Concept-Cognitive Learning
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Abstract—Attributed social networks are pervasive in real life
and play a crucial role in shaping various aspects of society. These
networks not only capture the connections between individuals
but also encompass the associated attributes and characteristics.
Analyzing and understanding these attributes provide insights
into social behaviors, information diffusion patterns, and the
formation of influential communities. Consequently, we propose
a novel algorithm for detecting fairness-aware maximal cliques in
the attributed social networks. We extract the concept lattice of
attributed social networks and quantify these concepts using the
concept stability and fairness measures defined in this article.
By utilizing the proposed fairness-aware distance, we identify
fairness-aware maximal cliques within attributed social networks.
The effectiveness of the algorithm is then validated using five real-
world network datasets. Experimental results fully demonstrate
the effectiveness and scalability of our approach in identifying
key structures, analyzing attribute networks, and promoting the
development of responsible computational systems.

Index Terms—Attributed social networks, cliques, fairness,
formal concept analysis (FCA), stability.

I. INTRODUCTION

N reality, people’s daily communication and information
transmission are increasingly inseparable from online social
networks (OSNs), and these social networks generate mas-
sive social big data every day. Thus, the research on social
network analysis has become a hot topic. Researchers from
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the area of social computing usually model OSNs, explore
their topological relationships, analyze network influence, and
so forth [1], [2]. From the communication point of view, the
nature of communication in OSNs, communication behavior
and privacy, is also widely investigated [1], [3]. However, due
to the large size of these OSNs, it will be difficult work to
perform social network analysis directly on the entire social
network where the network structures barely change [4]. Thus,
many researchers focus on mining key structures within social
networks to obtain social intelligence and computational social
services. Among these key structures, the clique is the most
well-known subgraph structure since many real-life problems
can be modeled as clique structures. For example, in a so-
cial network, nodes are different users, and edges represent
users’ mutual acquaintances. Then, the clique structure rep-
resents a group of people who know each other. In addition,
the clique structure also has many applications in other fields,
such as the discovery of abnormal trading groups in financial
networks [5], epidemic risk monitoring [6], and protein struc-
ture mining [7]. However, most existing research works pri-
marily focus on mining structures in the graph while ignoring
the attribute information of the nodes themselves, thus paying
insufficient attention to the internal fairness of these structures
[8], [9]. As a consequence, they could lead to discrimination
toward certain populations when exploited in human-centric
computational social applications.

As the main information representation model of various
ubiquitous networks, graphs are widely used in network mod-
eling, analysis, and mining. Based on this model, a variety
of topological structure mining methods have been proposed
(such as maximal clique enumeration [10], k-clique commu-
nity detection [11], [12], and k-clique mining [13]). These
clique structures have huge implications in many disciplines
such as sociology, biological sciences, and chemistry potential
and application value. However, most of the existing research
works mainly focus on mining the structures in the graph, while
ignoring the attribute information of the nodes themselves, re-
sulting in insufficient attention to the internal fairness of these
structures [9]. Therefore, when they are used in anthropocentric
computing social applications, there may be issues of discrim-
ination against certain groups.

Meanwhile, along with the widespread use of responsible
artificial intelligence systems in various fields, there has been a
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Fig. 1. Picture of two brides. The left is the American bride, and the right
is the northern Indian bride.

growing interest and emphasis on the concept of “fairness” in
both academia and industries. Although intelligent algorithms
are believed to avoid subjective judgments and make decisions
more objective and fair, real-world research has shown that this
is not entirely accurate [14]. The reason for this is that many
machine learning models rely on training datasets, and if there
is sexism, racial discrimination, or other factors that may lead
to inequity, machine learning models may reflect this inequity.
For instance, if mammograms of white women are used for
training, but breast cancer data are distributed differently be-
tween black and white women, it is unfair that breast cancer
prediction algorithms are less accurate for black women [15].
Similarly, it is unjust that African—American offenders are more
likely to be judged as potentially higher risk in the U.S. justice
system’s COMPAS system, making it harder for them to be
released [16]. Surprisingly, these inequities still exist in some
widely known areas [17]. For example, deep neural network
learning models trained on the widely known ImageNet dataset
mistakenly identify the image on the left in Fig. 1 as a bride
while identifying the image on the right as performance art or
clothing. This is because over 45% of the data in the ImageNet
dataset come from the United States, which has only 4% of the
world’s population, while data from China and India, two of
the world’s most populated countries, make up only 3% [18].
Therefore, the concept of fairness is of crucial significance in
practical applications.

Therefore, it is necessary to consider the fairness of struc-
tures when mining networks for implementing various respon-
sible computational social systems. Notably, the cohesiveness
of structures can be characterized by stability, while structural
equity can be measured by fairness [19]. Therefore, this article
adopts stability (measure the cohesiveness of structures in the
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network) and fairness (evaluate the difference with the number
of attributes for nodes of structures in the network) as metrics
for mining fairness-aware maximal cliques.

The stability of the formal concept was introduced in [20]
and can be used to measure the cohesiveness of structures in the
network [21]. This definition is very beneficial for our research.
In this study, our focus is on identifying the fairness-aware max-
imal cliques in attributed social networks. More specifically,
we propose a new method for identification by quantitatively
defining both stability and fairness. To assess the effectiveness
of our approach, we validate and evaluate it using real network
datasets. Furthermore, we conduct case study to demonstrate
the practical applications of the issues addressed in this re-
search. The main contributions of this article are summarized
as follows.

1) Quantitative definitions of structure stability and fair-
ness: In concept-cognitive learning (CCL), we quantify
the mining demands in different scenarios and introduce
the concept stability and fairness. Specifically, we use
stability to describe the degree of connection within the
structure and fairness to measure the fairness level among
various attributes within the structures.

2) An effective fairness-aware key structures identification
algorithm: Considering the particularity of networks, we
propose an interestingness-based key structure mining
algorithm. The aim is to enhance the utilization of knowl-
edge concealed in the concept lattice more effectively.
The algorithm is suitable for mining fairness-aware max-
imal cliques in the networks. Experimental results show
that the algorithm can effectively identify fairness-aware
maximal cliques in attributed social networks.

3) Comprehensive evaluation: Additionally, we conduct ex-
tensive experimental validation and evaluation on five
real network datasets. Experimental results demonstrate
that the approach accomplishes fairness-aware maxi-
mal cliques recognition tasks within a unified CCL
framework.

The subsequent structure of this article is as follows. Sec-
tion II describes the related work in detail. Section III provides
preliminary knowledge and a clear definition of the research
problem addressed in this article. The approach for obtaining
fairness-aware maximal cliques from attributed social networks
is presented in Section I'V. Section V presents the experimental
results and analysis. Finally, Section VI concludes this article
and proposes future research prospects.

II. RELATED WORK

In this section, we present a review of related research on
CCL and fairness-aware structure mining.

A. Concept Cognition Measures

An important approach in CCL is formal concept analysis
(FCA), which regards concepts as fundamental cognitive units
and can effectively simulate real-world entities. As a power-
ful computational intelligence method, FCA vividly embod-
ies the generalization and specialization relationship between
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concepts through the Hasse diagrams; hence it is widely used
in various fields such as data mining, machine learning, and
software engineering. Since FCA only considers positive at-
tributes (objects), it supports binary decisions of acceptance
and rejection only. Consequently, many researchers have shifted
their focus onto concept learning that combines three-way con-
cept analysis (3WCA) and FCA [22], [23]. Hao et al. pro-
posed an incremental three-way concept lattice construction
algorithm for knowledge discovery from social networks, solv-
ing the problem of dynamically growing formal context [24].
Chunduri et al. developed a parallel algorithm for concept
generation and three-way concept lattice construction in large
datasets [25].

However, recent researches have discovered that noisy con-
texts can impair the cognitive quality of concepts [26]. There-
fore, how to improve the legibility of concepts and select useful
ones has become a concern. In response, numerous researchers
have focused on concept interestingness, such as stability and
separation. Among them, concept stability is a prominent index
employed to evaluate the degree of concept connection and has
been proven to be NP-complete [27]. Concerning the calcula-
tion of concept stability, Mouakher et al. proposed an algorithm
called DFSP, which calculates the stability by minimizing the
search space and intelligently computing the generator [28].
However, this approach does not consider the implicit knowl-
edge held within the relationship between concepts. To address
this shortcoming, Gao et al. improved the DFSP by proposing a
new algorithm for concept stability calculation, known as CICal
[29], which is specially tailored for social network scenarios and
plays a critical role in this article.

B. Fairness-Aware Structures Detection

1) Attributed Graph Mining: Our work considers the at-
tribute information of nodes, which pertains to attributed graph
mining. There have been many studies on attributed graph
mining, such as Li et al. proposed an embedding-based model
to discover communities in attributed graphs [30]. Fang et al.
developed an index structure called CL-tree to support efficient
attributed community search while studying the attributed com-
munity search problem [31]. Xie et al. considered both influence
and node attributes and evaluated the community cohesion by
defining a new scoring function to discover the attributed pkd-
truss community [32].

2) Fairness-Aware Data Mining: Roughly speaking,
fairness-aware data mining over graphs requires that the
algorithm should not yield discriminatory predictions or
decisions against individuals from any specific sensitive
subgroup.

In addition, Pizzuti and Socievole proposed an attributed
graph community mining algorithm that considered both node
similarity and structural connectivity to mine fairness-aware
cohesive subgraphs in attributed graphs [33]. Zhang et al.
[34] and Pan et al. [35] first considered fairness in graph
mining and proposed weak and strong fairness clique models
as fairness representations of mining results. Recently, Hao
et al. introduced fairness into the clique model and proposed

the AFCMiner algorithm to extract fairness cliques from
networks [36].

In contrast to other works on attributed graph mining, this
article simultaneously characterizes the stability and fairness of
conceptual structures. From this assessment, we identify these
essential fairness-aware maximal cliques that we aim to mine.
To obtain these structures, we employ the FCA approach to
mine the attributed social network, which results in the acqui-
sition of target structures.

III. PROBLEM FORMULATION

In this section, we introduce the preliminary knowledge
about maximal clique, CCL theory. Additionally, we formally
describe the problem addressed in this study.

We first introduce the maximal clique, a structure of signif-
icant interest in contemporary network mining research. Next,
we provide a comprehensive overview of the principles and
applications of the CCL theory, which is a critical theoretical
foundation for identifying key structures from social networks.
Last, we provide a formal description of the research problem
addressed in this article, clarifying our research goals and spe-
cific objectives.

A. Maximal Clique

Maximal clique is a crucial aspect of network analysis and
has been widely applied in various fields. As the most funda-
mental cohesive subgraph model, maximal clique is commonly
used to expose the dense cluster structure of the network. This
structure is frequently utilized in overlapping community min-
ing, protein structure identification, and abnormal transaction
identification in financial networks [36], [37].

In this article, we focus on the structure obtained from the
attributed social network, which is a special type of maximal
clique—the fairness maximal clique. Consequently, the maxi-
mal clique is defined as follows.

Definition 1 (Maximal Clique) [38]: If we denote a network
by G=(V, E), where V is the set of nodes and FE is the set of
edges, a subset C' C V' is considered a clique in G if any two
nodes v;,v; € C are connected by an edge (v;,v;) € E.

If it is impossible to find a node vy from V\C such that C' U
{vp} is still a clique, then we call C' a maximal clique.

B. CCL

In CCL, FCA is a classic intelligent computing technol-
ogy. It uses induction to summarize relationships between ob-
jects and attributes, which are expressed in the form of con-
cepts. These concepts form a hierarchy with clear partial or-
der relationships, greatly facilitating data understanding and
mining [39].

Definition 2 (Formal Context) [40]: The basic structure of
FCA is the triple FC=(0, A, I) called (formal) context, where
O and A denote the sets of objects and attributes, respectively.
The incidence binary relation / C O x A between O and A de-
fines whether object o € O has attribute a € A. A formal context
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is usually represented by a binary object-attribute matrix or by
a cross table.

Derivation operations or primes are defined for a context
(O,A,I) as follows. For X CO and Y C A, one has the
following:

X'={a€ AlVo€e X, (0,a) € I}
Y'={0€O|Va€Y, (o,a) €I}

ey
@)

For a subset of objects X, set X’ is the set of all common
attributes of objects from X ; for a subset of attributes Y, set Y’
is the set of all objects having all attributes from Y.

Now (formal) concept is defined as follows.

Definition 3 (Concept) [41]: A pair (X,Y) where X C O
and Y C A is a (formal) concept if X' =Y and Y/ = X. If
(X,Y) is a formal concept, X is called extent and Y is called
intent of the concept.

There is a natural partial order < on the set of formal concepts
of a context defined in the following way:

(A,B)<(C,D)if ACC(«<= B2D). 3)

The partial order on concepts makes an algebraic lattice—
called concept lattice—so that every two concepts have a supre-
mum (join) and infimum (meet) w.r.t. <.

If there is no (X,Y) such that (A, B) < (X,Y) < (C, D),
then (A, B) is called the lower neighbor of (C, D) and (C, D)
is called the upper neighbor of (A, B), denoted by (4, B) <
(C, D). Relation < is called the covering relation of the
concept lattice.

Definition 4 (Generator) [26]: For a formal context
FC=(0, A, R) and a formal concept (4, B) of F'C, subset P C
A (Q C B) is an extent (intent) generator of concept (A, B) if
P'=B(Q = A).

Definition 5 (Stability) [26]: Let Gen(A, B) denotes the
number of all extent generators of the concept (4, B), then
(intentional) stability o(A, B) the concept (A, B) is defined
as follows:

PCA|P =B Gen
) - UPEAIP =)

= Sl “

C. Problem Description

This article mainly adopts the CCL theory to identify
fairness-aware maximal cliques in IoT networks.

First, the concept of fairness is presented. Basically, fairness
can usually be divided into several aspects such as group fair-
ness, individual fairness, counterfactual fairness, degree-related
fairness, and application-specific fairness. However, these con-
cepts of fairness often cannot be satisfied simultaneously and
sometimes even conflict with each other [42]. For our applica-
tion scenario, we believe that the selected structure is regarded
as the fairest structure when the number of nodes corresponding
to different attribute values is equal; and the greater the differ-
ence, the more unfair the structure is. Then, a formalism of the
problem addressed in this article can be presented as follows.

IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

fairness-aware maximal cliques

Fig. 2. Results for the fairness-aware maximal cliques of network G.

1) Fairness-Aware Maximal Cliques Identification: Given
an attributed social network G = (V, E, M ), where V represents
a set of nodes, I represents a set of edges that capture the
relationships between nodes, and M denotes an attribute set
that records self-attribute information for the nodes. The aim
of the identification task is to obtain all fairness-aware maximal
cliques in this attribute network.

The problem of identifying maximal cliques has been proven
to be NP-hard [43]. Moreover, fairness considerations make the
obtained cliques more complex.

To better illustrate our problem, here is a corresponding case.

Example 1: Fig. 2 shows the topology of a simple attributed
social network G, in which the color of the node represents the
attribute value of the node. In this network, the attributes of the
nodes have three different values. After structures identification,
all fairness-aware maximal cliques can be extracted.

As can be seen from Fig. 2, for such an attributed social
network containing 14 nodes, the final fairness-aware maximal
cliques that can be obtained are node sets 6,7,8,5,7,9,13, and
10,11,12,14. It is worth noting that the maximum clique 1,3,4,5
does not meet our requirement that the difference in the number
of nodes corresponding to any two attributes is not greater than
1, so it is not the result we need. It also needs to be noted that
we also require that each attribute value corresponds to at least
one node in the fairness maximal clique. We will describe the
adopted mining method in detail in subsequent sections.

IV. CCL-BASED FAIRNESS-AWARE MAXIMAL
CLIQUES DETECTION

In this section, we propose a fairness-aware maximal cliques
detection approach based on CCL theory. To better present
the approach proposed in this article, it is elaborated with the
following parts: 1) formalize the network and construct the
corresponding concept lattice; 2) give the quantification ap-
proach of concept stability and fairness, as well as the formula
for calculating the importance of stability and fairness; and 3)
propose the fairness-aware maximal cliques detection algorithm
in this article.

A. Overview of the Proposed Approach

Fig. 3 shows the algorithm framework proposed in this article
for identifying fairness-aware maximal cliques in attributed
social networks based on CCL. This framework is used to detect
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all of the fairness-aware maximal cliques existing in attributed
social networks. It is divided into the following three layers: the
representation layer, the concept layer, and the cognitive layer.
The function of each layer is introduced as follows.

In the representation layer, we represent the network as
a formal context as input for FCA. Then, concepts are ex-
tracted from the formal context through FCA, and the con-
cept lattice is also generated. In the cognitive layer, knowledge
hidden in the concepts is mainly learned through the assess-
ment of concept stability and fairness that facilitate the selec-
tion of the fairness-aware maximal cliques by fairness-aware
distance calculation.

B. Formal Context Construction

In this article, the network is formalized as an undirected
graph that is a classic mathematical problem. Therefore, a net-
work can be represented as a graph G = (V, F), where V is
the set of vertices in the graph, representing individuals in the
network, and F is the set of edges in the network, representing
the relationship between individuals in the network. For FCA,
the input is the formal context FF'C=(0, A, R). If each vertex
in the graph G is regarded as an object and an attribute of F'C'
at the same time, then the formal context can be represented as
FC = (V,V,R), where R is the binary relationship between
vertices, which happens to be very similar to the adjacency
matrix represented by the graph. Based on this idea, the formal
context of networks can be constructed. Intuitively, we provide
the modified adjacency matrix which is equivalent to the formal
context FC' = (V,V, R).

Definition 6 (Modified Adjacency Matrix) [12]: Let G =
(V,E) be a network with the vertex set V' = {vy,v2,...,0,}.
The rule for constructing the modified adjacency matrix M with

The modified adjacency matrix is equivalent to the formal
context F'C' = (V, V, R) corresponding to the network. After
completing the construction of the formal context, the corre-
sponding concept lattice can be generated by using the FCA
method in Section III-B.

Example 2: According to the above definition, a simple
network G, containing 14 nodes and 28 edges (see Fig. 2), can
be transformed into a modified adjacency matrix, namely the
formal context, as shown in Fig. 4 (note: we only represent the
one value in the matrix). Taking this formal context as the input
of FCA, the corresponding concept lattice can be obtained, as
shown in Fig. 5. Each node in the lattice represents a concept,
and the numbers within the nodes indicate concept numbers.

To differentiate between the extent and intent of each con-
cept, we denote the intent by adding the letter “a” in front of
the numbers. For instance, concept 23 represents an equiconcept
that was defined in [12] (that is, the extent and intent are the
same for a symmetry formal context), thus its extent is {7, 8,9},
and its intent is also {7, 8,9}.

In the concept lattice of Fig. 5, we have marked the equicon-
cepts and the fairness equiconcepts. The fairness equicon-
cepts correspond to the fairness-aware maximal cliques we
want to find, which are the results we want to obtain from
the network.

C. Fairness-Aware Key Structures Detection

We utilize formal concepts to sample attributed social net-
works, with the generated subgraphs representing the union
of concept extents and intents. To quantify the stability and
fairness of concept and our structure selection criteria, this
section presents the relevant quantitative indicators.

1) Concept Stability: For network G, its formal context
is FC = (V,V, R). For a formal concept (A, B) of FC, we
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consider its (intentional) stability

_H{PCA|P =B} |Gen(A,B)
o 214] o 214

o(A, B)

according to Definition 5.

However, during the process of calculating the generators,
the edges connecting the concept itself and the nodes outside
the concept can affect the number of generators, resulting in a
reduction in the final number. That is, the influence on the edges
between concepts and external vertices in the original definition
may lead to different stability for two concepts with the same
internal structure, which is inconsistent with our expectations.
In this article, we pay more attention to the internal stability of
the obtained structure; hence, this article makes some improve-
ments to the definition of generator.

Definition 7 (Cluster-Oriented Generator): For a network
G, its formal context is F'C'=(V,V, R). For a formal concept
(A, B) in the formal context F'C, a subset P C A is called a
cluster-oriented generator of the concept (A, B) if P/ = B is
satisfied in the new formal context F'C1=(AU B, AU B, R)).

Note that Ry = {{v1,v2}|v1,v € AUB} C R and Ry is the
binary relationship between nodes in A U B.

The following Example illustrates the advantages of our pro-
posed cluster-oriented generator.

Example 3: As shown in Fig. 2, the internal struc-
tures of the two concepts {{5,7,9,13},{5,7,9,13}} and
{{10,11,12,14},{10,11,12,14}} are identical. Based on
Definition 4, the former has nine generators, while the latter has
13 generators, resulting in stability degrees of (9/16) = 0.5625
and (13/16) = 0.8125, respectively. However, both concepts
can exhibit new stability degrees of (15/16) = 0.9375 by uti-
lizing our proposed cluster-oriented generator, indicating that
our improved approach more accurately reflects stability within
the concept.

The calculations conducted using our proposed cluster-
oriented generator can better capture the internal stability of
concepts. A higher stability indicates a closer connection be-
tween the internal nodes of the corresponding subattributed
social network, while lower stability suggests looser connec-
tions between internal nodes of the corresponding subattributed
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Algorithm 1: CalStabilty: Calculation of Stability

Algorithm 2: CalFairness: Calculation of Concept Fairness

Input:
The Concept lattice L
Output:
Set of stability for each concept K;
1: Initialize K=()

2: begin

3. for V(A,B) e L
4:  begin

5 CGen=0

6 for VA* C A
7: if (4*)=B
8: CGen+=1
o geClim
10: K=K U ¢

11:  end

12: return K

13: end

social network. We provide the pseudocode for the stability
calculation, as shown in Algorithm 1, as follows.

2) Concept Fairness: For a given attributed social
network G = (V,E, M), where V represents the vertex
set, F represents the edge set, and M represents the
attribute set, after using the FCA method, the concept set
C={(A1,B1), (A2, By),...,(Ayn, By,)} can be obtained (n is
the number of concepts obtained from (). Therefore, we
define the fairness index of the concept as follows.

Definition 8 (Fairness Index): For the concept (A;, B;),
a corresponding subattributed social network G| = (A; U
B;, Ey, M) can be constructed, where A; U B; is the node set,
Ey = {{vi,v}|v1 € A; U B, v, € A; U By}, M is the attribute
set in attributed social network G. Then, the fairness index
idx(A;, B;) of the concept (4;, B;) is as follows:

idu(Ai, B) =Y i#j. (6

1<j<k<|M|

laj — akl,

Here, a; denotes the number of nodes in subattributed social
network G’ that has the attribute m; € M. If the number of
nodes corresponding to each attribute is equal in the subat-
tributed social network G’, the idx is 0, indicating that the
subattributed social network is absolute fair. The larger the
value of idx, the lower the fairness among attributes in the
subattributed social network. Next, we consider mapping it to
the O—1 interval.

Definition 9 (Fairness): For the concept set C =
{(A1, B1),(Az, Ba), ..., (An, By) }, the corresponding fairness
index set is I = {idx(Ay, By),idx(Az, By), ..., idx(A,, By)}.
We can map each fairness index to the range [0, 1] by the
following formula:

zidw(Ai,Bi)

(A, B;) = (7

After normalization, it is observed that the closer the idz;
is to 1, the more unfairness the structure is; the closer the
tdz; is to 0, the fairer the structure is. This quantification is

max(I)

Input:

The concept lattice L

The attributed social network G=(V, E, M)
Output:
Set of fariness for each concept C;
Initialize C=0,C'=0
begin
calculate Unfairness Index set C’ according to Definition 8
max = max(C’)
for Ve e C’/

begin

—_2°
P=%maz

C=Cuyp
end
return C, max
: end

R e A AN > s

—_ =
—_ O

a good description of the degree of fairness of the structure.
Therefore, the fairness is an effective measure of fairness within
a given attributed social network. Lower scores indicate a more
even distribution of attributions among nodes in the subgraph,
while higher scores reflect the distribution of attributions among
nodes is more different. We present the pseudocode for concept
fairness calculation, as shown in Algorithm 2, as follows.

Example 4: According to Example 2, 41 concepts can be
extracted from the attributed social network G (see Fig. 5).
Following the definitions of stability and fairness given earlier,
the stability and fairness of each concept can be calculated.

Finally, we give the definition of fairness-aware distance for
concept selection.

3) Concept Fairness-Aware Distance: For concept selec-
tion, this study uses the following formula for distance cal-
culation to determine the fairness-aware maximal cliques we
ultimately need to mine.

Definition 10 (Fairness-Aware Distance): For a concept
(A, B), whose stability is o (A, B) and fairness is ¢ (A, B), then
the fairness-aware distance ¢(A, B) of the concept (A, B) is
as follows:

U(A,B) = (1—0(A,B)) (A, B)
( |Gen(A4, B)| ) pidx(Aq,Bi)
=(1= "

2|A| 2max(I) (8)

After providing the definition of fairness-aware distance, we
can get the following conclusion.

For the concept set C={(A4;, By), (A2, B2), ..., (An, Bn)},
the corresponding fairness index set is I = {idz(A;, By),
idx(Ay, By), ...,idz(A,, By,)}. The fairness-aware distance of
the fairness equiconcept must be less than (1/2m(1)),

Proof 1: In an attributed social network G = (V, E, M),
where V', E, and M represent the node set, edge set, and
attribute set, respectively, we consider a fairness equiconcept
(B, B) in G, where B € V. The number of cluster-oriented gen-
erators, denoted as |Gen(B, B)|, is 2/7| — 1, because only the
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TABLE I
DEGREES OF CONCEPTS

Concept Clique P(C)  »(C) L(C) Result
10 13,14 0.75 0.003906 0.000976563 F
11 10,11,12,14 0.9375 0.003906 0.000244141 T
20 8,9,10 0.875 0.0625 0.0078125 F
21 5,7,9,13 0.9375 0.003906 0.000244141 T
23 7,89 0.875 0.0625 0.0078125 F
24 6,7,8 0.875 0.000244 3.05176E-05 T
26 5,6,7 0.875 0.0625 0.0078125 F
27 1,2,5 0.875 0.0625 0.0078125 F
28 1,3.4,5 0.9375 1.0 0.0625 F

empty set does not satisfy Definition 4. The fairness equicon-
cept requires that the number of nodes |B|, must be greater
than or equal to the number of attributes | M |. Furthermore, the
idz(B, B) of the fairness equiconcept (B, B) must be either 0
or |[M| — 1. So idx(B, B) < |B|, therefore

{B,B)=(1—-0(B,B))*¢(B,B)

_ (4 |Gen(B, B)|\ 2/4=(B.5)
=\{'~ SIB] * omax(D)
1 2id:c(B,B)

= ﬁ * max(T)

1 2P 1
= W * omax(I) = omax([) ’

Note: “I” carries the same meaning as defined in
Definition 9. |

Example 5: Building upon Example 4, we can utilize Def-
initions 5 and 9 to compute the stability and fairness of
each formal concept. We then calculate the fairness-aware dis-
tances for these concepts using Definition 10. Subsequently,
we screened out all fairness equiconcepts based on our method
and thus discovered all fairness-aware maximal cliques. Due to
space constraints, only the corresponding calculation results for
equiconcepts among all concepts are provided in Table I [note:
the fairness index set [ is the fairness index of all concepts, and
max(I) = 12].

D. Algorithm

Based on the above discussions, our detection algorithm for
fairness-aware maximal cliques is presented in Algorithm 3.

The working procedure of Algorithm 3 is as follows. Initially,
the attributed network is taken as an input, and based on the
method in Section IV-B, the formal context and concept lattice
L are constructed to extract all concepts (line 3). Subsequently,
the stability and fairness sets of all concepts are calculated
separately (lines 4 and 5). Next, by incorporating the stability,
fairness, and fairness-aware distances for all concepts are calcu-
lated (line 8). The resulting fairness-aware distance is compared
with the theoretical threshold, and the final fairness maximal
clique is selected (lines 9 and 10).

1) Time Complexity Analysis: We provide a detailed anal-
ysis of the time complexity. First, in constructing the concept
lattice and detecting the maximal cliques, the time complexity is
O(|V']*)[36], where |V| is the number of nodes in network G.

IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

Algorithm 3: Fairness-aware maximal cliques Detection
Algorithm
Input:
The attributed social network G=(V, E, M)
Output:
Fairness maximal clique set .S for the network G
Initialize S=(
begin
Generate lattice L via FCA in Section IV-B
K = CalStability(L)
F, max = CalFairness(L, Q)
for i in len(L)
begin
£i=(1_Ki)*Fi
if(0; < 5t7)
S =S U Lz
end
return S
end

R AN A e

_ =
QLN -2

We use 7 to denote the number of maximal cliques and k to
denote the number of nodes in maximal clique. The complexity
of calculating the stability of the maximal clique depends on the
number of its generators, i.e., O(2%). Furthermore, the com-
plexity of calculating fairness for the maximal clique is O(k?).
Therefore, with these analyses, the complexity of our algorithm
is O(|V]> + 7 % 2% 4+~ x k?). Considering that k is usually a
small number in real-world datasets (the larger the maximal
clique in the network, the lower the probability of its existence),
we consider O(2%) complexity to be acceptable. Therefore, the
complexity of our algorithm is O(|V|?).

V. EXPERIMENTS

In this section, five real network data are used to conduct
relevant experiments and evaluations based on the method pro-
posed in this article.

A. Datasets

In this section, we evaluate our proposed method using five
real datasets. The statistics of these datasets are presented in
Table II. Dataset I (Forum)! is a Facebook-like forum network
which was attained from the same online community as the
OSN. Dataset II (OClinks)? originate from an online commu-
nity for students at the University of California, Irvine.

The dataset represents interpersonal relationships, where
each edge signifies an interaction between two individuals.
Dataset III (Grid)? is a biological networks about biogrid-
worm’s links. Dataset IV (Dmela)* represents a network of
protein—protein interactions. Dataset V (CaHelp)® is a Collab-
oration network of arXiv high energy physics.

Thttps://networkrepository.com/fb-forum.php
Zhttp://opsahl.co.uk/tnet/datasets/OClinks_w.dl
3https://networkrepository.com/bio- grid-worm.php
“https://networkrepository.com/bio-dmela.php
Shttps://networkrepository.com/ca- HepPh.php
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TABLE II
INFORMATION OF DATASETS

Dataset Nodes Edges Description

I Forum 0.9k 7.1k Dynamic Networks
II OClinks 1.9k 20.3k Social Network

1 Grid 3.5k 13.1k  Biological Networks
IV Dmela 7.4k 25.6k  Biological Networks
V  CaHelp 12k 118.6k Collaboration Networks

Before analysis, the datasets undergo preprocessing. For each
node, the weights of its connected edges are aggregated to
derive the node’s value. Subsequently, the node is assigned an
attribute label based on this value. In dataset forum, According
to the user’s activity level, users are divided into three categories
(active, general, and inactive), thereby assigning attribute values
to each node. As attribute information is unavailable in other
datasets, we assign random attribute values to the nodes. Fol-
lowing the completion of attributed network processing, dataset
forum contains three attribute values, while other datasets com-
prise four attribute values.

All experiments are performed on a PC with Inter Core
i-11357G7, 2.40 GHz CPUs, and 16 GB RAM. The source
code of this article is released at Github: https://github.com/
Sinocifeng/fairCliques.

B. Comparison Algorithm

In this section, we briefly introduce several comparison algo-
rithms used in this article. The fairness-aware maximal clique
we define corresponds to the relative fairness-aware maximal
clique in [34], so we choose the RFCRefine and RFCAlter
algorithms for comparison. In addition, the results mined by the
AFCMiner method are very similar to ours, and we also chose
this method for comparison.

1) RFCRefine [34]: The fundamental idea behind the
RFCRefine algorithm is to initially identify weak fair
maximal cliques with an adequate number of nodes
across the entire network, followed by the enumeration
of all relative fair maximal cliques within these weak fair
maximal cliques.

2) RFCAlter [34]: The fundamental concept of the RFCAI-
ter algorithm is to circumvent the repetitive enumeration
of weakly fair cliques employed by RFCRefine and
instead utilize the attribute selection search method
to directly identify all relative fair cliques within
the network.

3) AFCMiner+ [36]: The AFCMiner algorithm is based
on FCA and relies on a newly defined concept—the
attributed equiconcept to directly obtain fair maximal
cliques. However, the fair maximal cliques mined by the
AFCMiner algorithm require the same number of nodes
corresponding to each attribute, which is more stringent
than our restriction. Therefore, we extended the node
based on this method to relax the requirements and meet
our results, so we labeled it as AFCMiner+.

TABLE III
COMPARISON OF F1 SCORES OF FAIRNESS-AWARE MAXIMAL
CLIQUES DETECTION ALGORITHMS ON THE TESTED
ATTRIBUTED NETWORKS

Dataset RFCRefine  RFCAlter =~ AFCMiner+  Our Approach
Forum 0.974 0.923 0.900 1.0
OClinks 0.772 0.759 0.730 0.785
Grid 0.629 0.671 0.711 0.596
Dmela 0.684 0.718 0.649 0.743
CaHelp 0.910 0.917 0.913 0.927

Note: The bold numbers represent the maximum F1 scores for each
dataset.

4) Our Approach: Our approach is based on FCA, and by
characterizing the stability and fairness of the formal con-
cepts in the concept lattice, we can discover the fairness-
aware maximal cliques directly.

C. Experimental Results

In this section, we conduct a series of experimental evalu-
ations on the proposed method. In experiment 1, we validate
the computational results of the proposed method regarding
fairness-aware maximal cliques about five datasets. For ex-
periment 2, we create four subgraphs for datasets II and V
by randomly selecting 20%—80% of edges and assessing the
execution times of all proposed algorithms.

1) Performance Evaluation on Fairness-Aware Maximal
Cliques Mining: In this experiment, we utilized F1-measure to
assess the effectiveness of identifying fairness-aware maximal
cliques in the networks using our approach. The F1-measure is
defined as follows:

Fl—2s precision * recall

precision + recall

in which precision represents the ratio of correct detections to
the total number of detection results, and recall denotes the ratio
of correct detections to the number of ground-truth structures.
According to this formula, it is evident that a higher F1 score
corresponds to a more accurate prediction of the fairness-aware
maximal cliques.

Table IIT shows the experimental results of our fairness-aware
maximal cliques on five datasets. Obviously, apart from the
Grid dataset, our method achieves the highest scores across
the remaining four datasets; in the Grid, the Fl-score of our
method is relatively low, mainly due to the small number of
fairness-aware maximal cliques in this dataset. In fact, in other
datasets, our approach shows better performance than the other
three methods. Notably, in the Forum dataset, we successfully
identified all fairness-aware maximal cliques. The underperfor-
mance of AFCMiner+ may be because of the algorithm’s strict
requirement for an equal number of nodes corresponding to
each attribute within the fair maximal clique. This constraint
leads the AFCMiner algorithm to ignore some potential during
the retrieval of attributed equiconcepts.

In addition, the performance of RFCRefine and RFCAlter
may be due to the loss of some possible results during the weak
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Fig. 6. Scalability of RFCRefine, RFCAlter, AFCMiner+, and Our
approach.

fairness clique search and attribute selection search. Further-
more, we also explored fair maximum clique mining based on
classic maximum clique mining algorithms (such as the BK
algorithm [44], PC algorithm [45], and greedy algorithm). Ex-
perimental results show that although the BK and PC algorithms
can find all fairness-aware maximal cliques in the network in
theory, stack overflow occurs on other datasets except Forum
and OClinks. Although the greedy algorithm has a shorter ex-
ecution time, the number of fairness-aware maximal cliques it
mines is far less than the four methods introduced in this article,
so the experimental results based on these three classic methods
are not presented in our article.

2) Scalability Test: Due to the relatively low number of
fairness-aware maximal cliques in the Forum, Grid, and Dmela
datasets, to assess the scalability and operational efficiency of
the proposed algorithm, we generated four subgraphs for the
OClinks and CaHelp datasets by randomly selecting 20%—80%
of edges and evaluated the runtime of these algorithms.

Fig. 6(a) and 6(b) shows the runtime on the OClinks and Ca-
Help. Obviously, in the OClinks, our approach performs better
than the other algorithms; while in the CaHelp, the runtime
of our approach shows a steady increase as the graph size
increases. It should be noted that in the CaHelp, the runtime
of our method is higher than RFCRefine and RFCAlter, which
is reasonable. As the number of edges increases, more con-
nections and relationships are generated in the graph, which
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Fig. 7. Memory cost for RFCRefine, RFCAlter, AFCMiner+, and Our
approach.

expands the size and complexity of the graph, so we need to
spend more time building the concept lattice. The RFCRefine
and RFCAlter algorithms perform better than our method in
runtime. The main reason is that the pruning process in these
two algorithms can significantly reduce the network size and
decrease the computational complexity.

Despite longer runtimes in large-scale networks, our method
excels in discovering more fairness-aware maximal cliques.
AFCMiner+ performs poorly, mainly because its stringent fair-
ness definition requires additional node scaling to meet our
fairness criteria, which takes extra time.

3) Memory Test: We also examined the memory usage of
the four methods during their operation.

As depicted in Fig. 7, we compared the memory consumption
of these methods across five test datasets. Our method demon-
strates lower memory usage when handling smaller datasets.
However, on the CaHelp dataset, both RFCRefine and RF-
CAlter methods show reduced memory usage due to their ef-
fective pruning capabilities with larger network sizes, thereby
significantly decreasing memory requirements. In contrast, the
AFCMiner+ method exhibits higher memory consumption, as
expected, because it needs to record extensive node expansion
information after identifying the strictly fairness-aware maxi-
mal cliques.

4) Absolute Fairness-Aware Maximal Clique Number: This
article stipulates that the difference in the number of nodes cor-
responding to any two attributes within the identified fairness-
aware maximal clique should not exceed 1. In particular, when
the number of nodes corresponding to all attributes is equal,
we refer to the fairness-aware maximal clique as an absolute
fairness-aware maximal clique. We also investigate the ability
of these four methods to identify such absolute fairness-aware
maximal cliques.

According to Table IV, we compared the number of abso-
lute fairness-aware maximal cliques identified for five datasets.
“Num” denotes the count of absolute fairness-aware maxi-
mal cliques in each network. The results show that our ap-
proach mined more absolute fairness-aware maximal cliques
across all five datasets compared to RFCRefine and RF-
CAlter. This indicates our substantial advantage in absolute
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TABLE IV
COMPARISON OF NUMBER OF ABSOLUTE FAIRNESS-AWARE MAXIMAL
CLIQUES DETECTION ALGORITHMS

Dataset | Num | RFCRefine RFCAlter AFCMiner+ Our Approach
Forum 20 19 18 18 20
OClinks | 244 204 203 227 213
Grid 24 15 15 20 16
Dmela 13 12 12 13 13
CaHelp 301 267 251 289 277

Note: The bold numbers represent the maximum number of absolute
fairness-aware maximal cliques for each dataset.
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Fig. 8. Visualization of partial nodes in the networkScience.

fairness-aware maximal clique mining. However, when bench-
marked against AFCMiner+, our method exhibits slightly in-
ferior performance on datasets except Forum. This variance
primarily stems from AFCMiner’s deliberate focus on mining
absolute fairness-aware maximal cliques, leveraging attributed
equiconcept for efficient extraction of absolute fairness-aware
maximal cliques.

D. Case Study

This section aims to illustrate the potential application of
the proposed method through a case study conducted on an
attributed network dataset.

We have selected “networkScience”®—a network of coau-
thorships in the area of network science. The network consists
of 1461 nodes and 2742 edges. With the help of this network
topology, we randomly assign four attribute values to nodes in
the network as labeled data to distinguish the research profiles
of different scholars.

By applying our method, we identified 21 fairness-aware
maximal cliques in this network. Due to the large scale of
the network, Fig. 8 only shows the visualization results of
the detected fairness-aware maximal cliques in a subnetwork

6

Ohttp://konect.cc/networks/dimacs 10-netscience/

composed of partial nodes from the network. The red, blue, and
green nodes in Fig. 8 represent nodes in three distinct fairness-
aware maximal cliques. This implies that we can select such
groups to review the project, which can effectively ensure the
diversity and fairness of the professional fields within the review
team. Therefore, during the project review process, we can
obtain diversified review opinions from different backgrounds
and professional fields. Such a team can examine all aspects of
the project more comprehensively and improve the objectivity
and quality of the review.

Let us consider the fairness-aware maximal clique 41, 44,
45, 46, 50 composed of green nodes, representing experts from
computer science, environmental studies, economics, law, and
sociology, respectively. Such a combination of review experts
offers several advantages.

1) Fairness: The review process covers multiple disciplines
and professional fields, preventing any single field from
dominating the review results and ensuring fairness.

2) Objectivity: These experts have established professional
trust and interactions, facilitating a fair assessment of the
project’s quality and innovation.

3) Comprehensiveness: The expert team spans various
fields, enabling a thorough examination of the project’s
strengths and weaknesses from diverse angles (e.g., tech-
nical feasibility, economic sustainability, environmental
impact, legal compliance, and social implications).

This expert team enhances the review process by providing

a comprehensive evaluation, thereby bolstering the objectivity,
fairness, and overall quality of the review.

VI. CONCLUSION

In this article, we propose a method based on the FCA
framework to identify fairness-aware maximal cliques while
considering fairness in attributed social networks. Initially, we
utilize the network representation of FCA to extract concepts
in the network structure. Subsequently, we introduced cluster-
oriented generators to enhance stability. Additionally, we intro-
duce evaluation metrics to evaluate the fairness of concepts. By
synergizing the interestingness of these two concepts, we effec-
tively uncover fairness-aware maximal cliques in attributed so-
cial networks. We verify the effectiveness and practicality of our
method through experiments on five real attributed networks.
Future research avenues involve exploring the integration of
graph pruning techniques with multidimensional attribute data
in attribute networks, as well as delving into more efficient
methods for identifying fairness-aware maximal cliques.
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